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Abstract—Today, size of the web is exceptionally large. And 
this size is increasing rapidly. Huge number of web pages 
and web sites are being added each day. Hence, results 
which are effective, factual and authentic are needed. A 
simple crawler cannot cover each web page as it would take 
polynomial time to do so. In order to overcome such issues, 
this paper proposes an algorithm to develop an efficient, 
focused, domain specific crawler using LSI (Latent 
Semantic Indexing). This algorithm makes the crawler 
highly efficient in downloading relevant documents, thus, 
avoiding over-heads and resource wastage, and also 
increases the precision and recall values of the IR system 
developed on it.   

Index Terms— Crawling, focused crawler, latent semantic 
indexing, domain specific crawler. 

I.  INTRODUCTION 

The World Wide Web Worm (WWWW) is one of the 
first web engines. According to a survey in 1994, 
WWWW had an index of 110,000 web pages and web 
documents [9]. However creating a search engine which 
fulfils the present day web requirements is a challenging 
task. Today we need a fast crawling technology to gather 
the web documents and keep them up to date. A web 
search engine is designed to search for information on the 
World Wide Web [9]. A search engine basically has three 
steps, crawling the web, indexing and searching.  

 
Figure 1. General Searching Process 

Crawling the web means to download the documents 
present on the web which can be used for later queries. 

This task is performed by a web crawler. A software or a 
computer program that browses the World Wide web in a 
procedural, mechanized manner or in an orderly form is 
known as a web crawler. Other terms for web crawlers 
are ants, automatic indexers, bots , web spiders, web 
robots. The process is called web crawling or spidering 
[4]. Search engines use crawling as a part of its process to 
store and provide up-to-date data. Main work of a web 
crawler is to create a copy of all the pages it visits, for 
later processing by the search engine.  Index is created in 
search engines so that the data is organized and quick 
results can be given to the user for their queries. Indexes 
are built based on the number of instances and position of 
particular words and then efficient ranking is 
implemented. The ranking of web pages are usually based 
on various factors such as number of times a word is 
being used in a document or the semantic structure of the 
content etc. Some ranking algorithms form the basis to 
calculate the score of the documents. The documents are 
ranked so that more relevant results are returned to the 
user in response to the user's query. The query input is 
taken from the user through the user interface of a search 
engine.  

Focused search engines are domain-specific search 
engines which reduces the search margin which somehow 
increases the search accuracy. A focused search engine 
has a focused crawler at its heart, which gathers and 
updates information from the web [34]. A focused 
crawler is also known as topical crawler. Topical crawlers 
move over all web pages which are related to a particular 
subject, beginning from some relevant seed pages. The 
topical crawlers while travelling the web will analyze 
each hyperlink and try to figure out which link may be 
relevant to the subject. The relevant links are chosen and 
the irrelevant ones are abandoned [34]. Therefore, a 
focused crawler is the one which attempts to download 
only those web pages which are relevant to a pre-defined 
topic. A Focused Crawler is described as a mechanism 
which seeks, acquires, indexes, and maintains pages on a 
specific set of topics that represent a relatively narrow 
segment of the Web [6].  

II.  RELATED WORK 
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Due to the broad size of the web and the general 
crawling and indexing mechanism, results achieved are of 
low precision. As a result of this, the present day scenario 
demands specialized and focused crawlers. This section 
discusses some of the methods that have been used for 
the purpose of information retrieval and for constructing 
focused crawlers.  

A. Backward and Forward Link Count  
The idea that the number of times a paper is cited, has 

an impact on the importance of that particular paper, and 
this forms the basis for the concept of link counts [16]. So 
it is commonly regarded, that, a page that is linked by 
many other pages on the web will be more useful as 
compared to the page that is linked by a lesser number of 
other pages that is, a page which is referred scarcely is 
considered less important.   

Suppose that we have a web page say P, and I(P) is the 
measure of importance of page P. So according to 
backward-link count metric, the importance I(P) of page 
(P), will be measured by the number of other pages on the 
web that have links pointing to page P, as shown in figure 
2.  

 
Figure 2. Backward-Link count 

The other metric is the forward-link count shown in 
figure 3. According to this metric, a page that contains 
many outgoing links is treated important, since it may be 
a web directory or a web resource depository. 

 
Figure 3. Forward-Link count 

B. Page Rank 
The original page rank metric was described by Sergey 

Brin and Lawrence Page [9]. To estimate the importance 
of a page, this metric makes use of the link structure of 
the page. Suppose 
I(P)= page rank value of page P 

I(Q)= page rank value of any page Q 

B(P)= set of all pages that have a link pointing to P 

c(Q)= number of all links in page Q 

I(P) = ∑Q � B(P) I(Q) / c(Q) 

Therefore, page rank of page P, that is, I(P), depends 
on the page rank value of page Q, that is, I(Q), where Q 
belongs to the set B(P), divided by number of links in 
page Q. 

C. HITS(Hyperlink-Induced Topic Search) 
Hyperlink-Induced Topic Search (HITS) is also known 

as hubs and authorities. HITS  makes use of the link 
structure of the web, in order to discover and rank pages 
relevant for a particular topic. This algorithm was 
originally developed by Jon Kleinberg[10].  

According to Jon Kleinberg [10] , the way a human 
user searches a document is very contrary and 
complicated than the process of just matching a list of 
query words with a list of documents. In this scheme, 
every web page is assigned two scores- hub score and 
authority score. So corresponding to a query two ranked 
lists are made [10].  The ranking of one list is based on 
hub scores and ranking of the other list is based on 
authority scores. Let us imagine that we have a query, 
"facts about formula 1 racing car ". The official page of 
formula 1 would be the authoritative source of 
information on the topic. Such pages will be called 
authorities. On the other hand there must be many web 
pages which would be containing lists of links to the 
authoritative web pages on a particular topic. These are 
known as hub pages. These hub pages are not sources of 
topic specific information but accumulation of links on 
that topic.  A good hub page is the one that points to 
many good authorities, and a good authority page is one 
that is pointed to by many good hub pages.  Suppose we 
have a set of web pages which are good hubs and 
authorities and these are having hyperlinks among them. 
The hub score and authority score for every web page is 
calculated. We have a web page v , hub score h(v) , 
authority score a(v) ,   v → y means a hyperlink exist 
from v to y. We have the following equations[1] 
  h(v)         ∑v→ y  a(y) 

  a(v)         ∑y→ v  h(y) 

According to the first equation hub score of page v is 
equal to the sum of authority scores of the pages it links 
to. So if v links to pages with high authority scores then 
its hub score will be high. According to second equation 
if page v is linked to by good hubs then its authority score 
will be high.  

D. Text Categorization                                                                               
Text categorization is also known as text classification, 

or topic spotting. It  is the task of automatically sorting a 
set of documents into categories or classes or topics from 
a predefined set.  

402 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 4, NOVEMBER 2013
?2013 ACADEMY PUBLISHER

© 2013 ACADEMY PUBLISHER



 

Text categorization is a supervised learning task in which 
pre-defined category labels are assigned to new 
documents based on a training set of labelled documents 
[11]. Yaug and Liu in [11] have discussed five 
categorization models which are Support vector 
machines(SVM), K-NearestNeighbour classification, 
Linear Least Squares Fit (LLSF), Naive Bayes 
Classifier(NB), andNeural Network Techniques(NNet). 

E. Boolean Queries 
Among the traditional methods of information retrieval 

is Boolean Retrieval model. The Boolean retrieval 
method uses Boolean operators and is the most 
straightforward technique of retrieval. The basis of 
Boolean model is set theory and Boolean algebra. 
Documents are expressed by the terms extracted from 
documents and queries are expressed as Boolean 
expressions. This model consists of a query which is just 
as a set of words. The queries usually consists of AND, 
OR, NOT. This model is an exact-match retrieval model 
which means that the query should be clear-cut and a 
document either matches the query or it does not, that is, 
result is 0 or 1.  

 Joon et all[15] have proposed a ranking algorithm 
which is thesaurus based that measures the relevance of 
documents and return the top ranking documents. This 
algorithm called as E-relevance algorithm gives the 
similarity score between a query and document[15]. 

F. Vector Space Model 
Vector Space Model represents text documents as 

vectors. It is different from Boolean retrieval. Boolean 
retrieval method assigns binary weights 0 or 1, whereas, 
vector space model assigns non-binary weights to terms 
in documents and queries. Depending on these weights, 
the degree of similarity or the inter-relationship between 
a query and document is found out. According to this 
model, a space is created, in which both documents as 
well as queries are represented as vectors. The dimension 
of the vector is equal to the number of unique terms 
present in the document. Weights are assigned to terms 
and this weight is usually based on the number of 
occurrences of a term in a document, and, this is known 
as term-frequency. The other weighing scheme mostly 
used is the tf-idf, where idf is inverse document 
frequency .  

G. Ontology based retrieval 
An ontology represents knowledge as a set of concepts 

and relationships between those concepts for a specific 
domain. Ontology is a semantic based retrieval technique 
which understand the meaning of the concept of the user 
query. Ontologies are arranged in a  taxonomy of 
concepts. Ontology includes description of concepts and 
its properties. It also describes various features and 
aspects of the concept. 

H. Latent Semantic Indexing 
Generally when we retrieve information it is based on 

exact matching, that is, the terms in the query are 
matched to those in the document. But sometimes we 

have certain documents which are relevant to the query 
but does not contain the exact words as present in the 
query. So in such cases it is advisable to use a mechanism 
that helps us to retrieve documents on the basis of 
conceptual meaning of the query and document. For this 
we use the concept of Latent Semantic Indexing. Latent 
Semantic Indexing is also known as Latent Semantic 
analysis. LSI is a technique that enables us to analyse 
relationships between terms and concepts occurring in a 
text. LSI uses a mathematical technique called Singular 
Value Decomposition (SVD). The main element of LSI is 
its ability to extract the conceptual content of text by 
building associations between the terms that have similar 
contexts. This technique is so called because it has the 
ability to relate terms that are semantically similar in 
some text. It uncovers the latent semantic structure of 
words in a text corpus. When a query is issued on a set of 
documents on which LSI has been applied, the results 
that we get will be the ones which are conceptually 
similar to the query even if the results do not contain 
same specific words. Latent Semantic Indexing starts 
with a term by document matrix. Then, Singular Value 
Decomposition (SVD) is used to decompose the term by 
document matrix into three matrices: T, a term by 
dimension matrix, S, a singular value matrix (dimension 
by dimension), and D, a document by dimension matrix. 
The number of dimensions is r, that is the rank of the 
term by document matrix. The original matrix can be 
obtained, through matrix multiplication of TSDt. In an 
LSI system, the T, S and D matrices are truncated to k 
dimensions [19].    

III. IMPLEMENTATION AND GRAPHS 

The objective of our work includes the development of 
a term corpus specific to CAD (Computer Aided Design) 
domain. After which a crawling algorithm is developed 
which works on the scoring system based on LSI(Latent 
Semantic Indexing). Finally we evaluate performance by 
comparing anchor and document scores relevant for 
crawling to simple breadth-first algorithm (algorithm 1) 
and keyword based approach (algorithm 2). Our focused 
crawler builds its corpus , which is specific to CAD 
domain. Therefore, it is a model that works on the 
principle of selecting only those web documents, from 
whom as per algorithm 3 (LSI) , it can gain information 
with respect to CAD domain only. In this process it is 
intuitively reducing the uncertainty about the category of 
a document item being selected for crawling  provided by 
knowing the value of feature Y. Here item Y are the seed 
keywords or URLs or future hyperlinks or the titles. 

Since the ultimate goal of algorithm 3 or our focused 
web crawler is to build a dataset that would provide a 
high information gain when used by a search engine or 
query engine , the selection of URLs and keywords is 
very important as it would lead to burning of less 
resources. We are taking the advantage of highly 
optimized anchor tags , and also taking the advantage of 
vector semantic model in algorithm 3. By doing the 
above process , we thus improve the recall and precision 
of our overall system.  
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It is apparent from the graph for recall analysis, Figure 
4 that the recall value varies from 28% to 40.5%, which 
reflects the completeness or sensitivity of our algorithm 3. 
The recall value here means less number of crawl jobs 
that are false negative in nature , or in simple words , 
crawling less number of web documents that were 
selected erroneously or those web URLs which were 
supposed to be rejected but got selected in URL crawl 
priority queue.  

However, it can also be seen from the precision graph, 
Figure 5 that value remains around 59.4% and 66.03% 
which is otherwise difficult to obtain had not the 
algorithm 3 been implemented , because normally if 
recall value increases (in our case it is moderate) the 
precision often decreases, as it gets harder to precise 
when the sample space increases. But , in our result we 
can see that precision remains moderate , that means 
around 60% crawls are true positive in nature , or in 
simple words, the web documents which were supposed 
to be in priority queue were correctly selected.         

 
Figure 4. Recall Analysis Line Graph 

 

  
Figure 5. Precision Analysis Line Graph 

IV. CONCLUSION 

In this paper a domain specific focused crawler has 
been implemented. A domain specific crawler is useful 
for saving time and other resources since it is concerned 
with a particular domain. Hence we obtain highly 
relevant data which leads to high information gain and 
less resource wastage. Being in the field of engineering , 
computer aided design has been chosen as a domain to 
work on. Various methods of information retrieval have 
been studied and reviewed, and based on this literature 
survey, it was found that there is a requirement to build a 
crawler that takes into account the context of the words or 
phrases being searched for. LSI(Latent semantic Indexing) 
model is one such promising model in the field of 
information retrieval. LSI uses a mathematical technique 
known as Singular Value Decomposition. This model has 
the ability to extract the conceptual content of a body of 
text by looking for relationships between the terms of the 
text. The evaluation of the work has been done by using 
the recall and precision values. The values of my crawler 
has been compared to the recall and precision values of 
two other crawlers, which are, breadth first crawler and 
keyword based crawler. A breadth first crawler crawls the 
pages in the order they are encountered, without taking 
into account the relevancy and importance, as it continues 
in the direction wherever it finds the next link. A 
keyword based crawler makes use of the keywords 
supplied to the crawler. If the fetched pages contain 20% 
of these keywords, then that page is considered as 
relevant otherwise not. As apparent from the graph, 
precision values of a simple breadth first crawler is the 
least , then comes the keyword based crawler and finally 
the LSI based crawler. Hence it is clear that the 
performance of LSI based crawler is the most superior. 

V. FUTURE SCOPE     

These days many information retrieval systems are 
being created based on taxonomies, ontologies, 
knowledge bases. The users want information based on 
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particular domains which would help them save time and 
effort and would help them retrieve more relevant and 
useful results. However there is still lot to do in the field 
of domain specific web crawlers. Creation of more 
domain based crawlers in future is suggested in various 
areas such as chemistry , biology , medicine , etc. We can 
also add other machine learning algorithms like 
probabilistic algorithms , neural network etc which may 
result in even better precision.   
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