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Abstract—In this paper, we are interested in the problem of 
Euclidean 3D reconstruction of unknown objects by passive 
stereo vision method. Our method is based on the 
combination between Harris and Sift interest point 
detectors, to take advantage of the power of these two 
detectors, which will be useful when matching step, as a key 
step for 3D reconstruction, In order to have a sufficient 
number of matches distributed on the images. These 
matches will be used to estimate the 3D points (the 
projection matrices will be estimated after calibration using 
3D Calibration Pattern). Finally, a 3D mesh is constructed 
by 3D Delaunay triangulation, applied to the 3D points 
reconstructed. Experimental results prove that this method 
is practical and gives satisfying results without going 
through the propagation step. 
 
Index Terms—Interest Points, Matching, Calibration, 3D 
reconstruction, 3D mesh, 3D Delaunay triangulation. 

I. INTRODUCTION 

3D reconstruction from 2D images is an important 
problem in computer vision. Many approaches offer 
solutions to this problem : Stereo vision [1], Structure 
from motion [2 ,3], Shape from silhouettes[4], shape 
from shading [5, 6], and shape from texture [7]. 

In this paper, we are intersted in the problem of multi-
view reconstruction from images by passive stereo vision 
methods. 

In this method, the 3D information is estimated, only 
from images taken by cameras without any controlled 
light. However, the active stereo vision [8] uses a 
controlled light source such as a laser, or a structured 
light to find the 3D information. 

The implementation of our method (Figure 1) involves 
four principal phases : 
Camera calibration : Consists in estimating the cameras 
parameters.  
Interest Points Detection : is a preliminary step in many 
computer vision processes, many methods have been 
proposed to extract points of interest. In this paper, we 
combined between Harris [9] and Sift [10] interest point 
detectors. 
Matching : Finding in two images of the same scene, 
taken at different positions, pairs of pixels which are the 
projections of the same point of the scene. In this phase, 

the detected interest points are matched by ZNCC (Zero 
mean Normalised Cross Correlation) correlation measure 
[11]. 

To eliminate false matches, we used the global 
constraint given by the fundamental matrix F. 
3D reconstruction of matched points: is to estimate the 
3D coordinates from point matches and projection 
matrices estimated. 
3D Delaunay triangulation : 3D mesh is constructed by 
3D Delaunay triangulation, applied to the 3D points 
reconstructed. It is a triangulation that satisfies the 
Delaunay criterion (empty sphere)   

 
Figure 1 : Euclidien 3D Reconstruction Steps 

II CAMERA MODEL AND CALIBRATION 

2.1 Pinhole Camera Model 
The pinhole model (Figure 2) consists of the image 

plane and the optical center O. A point Mi = (Xi, Yi, Zi)T 
of the 3D scene is projected onto the image plane at a mi 
= (ui,vi)T point. This perspective projection is represented 
by the following formula : 
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 λ : is a factor of homogeneity 
( ) 4...1

3...1
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iijpP   : is the perspective projection matrix 

 
Figure 2 : Pinhole camera model 

2.2 Calibration 
The camera calibration consists in estimating the 

perspective projection matrix P that contains the 
parameters of the model. 

3D Calibration Pattern (Figure 3) was used to estimate 
this matrix. 
                      (a)                                                 (b) 

 
Figure 3 : 3D Calibration Pattern 

From equation (1), we deduce : 

3433323124232221
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Each point Mi of our 3D Calibration Pattern with 
known coordinates (Xi, Yi, Zi) is projected onto the image 
plane at a coordinate point (ui, vi), provides the equations 
(2). These equations are linear over the coefficients of P. 
Therefore at least 6 non-coplanar points are needed to 
determine P. 

III DETECTION AND MATCHING 

3.1 Interest Points Detection 
There are many methods [13] of detection point, but 

they do not have the same performances. In this paper, 
we combined between Harris [9] and Sift [10] interest 
point detectors. Indeed, Sift is considered as one of the 
best performing detectors because of its robustness to 
scale, rotation, translation and lighting changes. Harris 
Detector can find points on objects, specifically near the 
corner. 

3.1.1 Sift keypoints 
Interest Points detection takes place in two steps : (1) 

Scale Space Extrema Detection, (2) Keypoint 
Localization. 

 Scale Space Extrema Detection 
The detection is done in a space called Scale Space 

that has three dimensions : x, y and σ. 
The Scale Space of an image I(x, y) is defined by: 

),(),,(),,( yxIyxGyxL ∗= σσ  
Where, G is the Gaussian function. 

To find the extrema, we use the function DoG 
(Difference of Gaussians) defined by : 

),,(),,(),,( σσσ yxLkyxLyxD −=  
),()),,(),,((),,( yxIyxGkyxGyxD ∗−= σσσ  

The extrema are pixels which present a maximum 
intensity, or minimum, compared with their immediate 
neighbours in the image as well as those in the space 
scale (26 neighbors). 

 
Figure 4 : Scale-space extrema detection 

 Keypoint Localization. 
In this step, key point candidates are localized and low 

contrast key points or those located on the image edge are 
removed. 
3.1.2 Harris Corner Points 

The detection is based on a three step process :  
 Calculation of measurement of Harris R(x,y) (5) in 

each point of the image 
 Thresholding to keep the larger values. 
 Determination of local maxima in the values of R 

remaining. 
[ ]2)()det(),( MtracekMyxR ⋅−=  

With  04.0=k  
M : is the matrix of autocorrlation 
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G : is the Gaussian filter 
I(x, y) : is the image intensity 
Ix : is the first derivative at x 
Iy : is the first derivative at y 

 R < 0 : at the vicinity of an edge 
 R = 0 : in a homogeneous region 
 R> seuil : near a point of interest 

  
 
 
 

(2) 

(1) 

(3) 

(4) 

(5) 

(6) 
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3.2 Matching 
The Matching of points is an important step in 3D 

reconstruction from images. It is to find for each point of 
the left image a corresponding in the right image. 

In this paper, ZNCC [11] (Zero-mean Normalized 
Cross-Correlation) measure is used for matching interest 
points between different images. 

The ZNCC value for a window size 
)12()12( +×+ PN  is defined by : 
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The value of the correlation ZNCC varies between -1 

and 1. Consider a point in the image1 (left image), and its 
correlation is calculated with all points of the search box 
in the image2 (right image). 

One retains only the maximum correlation point and 
above a threshold. 

3.3 Removal of the False Matches 
Not all extracted matches are accurate, can be of false 

matches (outliers). To avoid these matches, we used the 
global constraint given by the fundamental matrix F 
(matrice 3x3). 

The RANSAC algorithm [12]  was used to estimate 
this matrix and verify if the matches are correct. 

This estimate is based on the equation : 
012 =FmmT

 
With (m1, m2) is a pair of corresponding points. 

IV EUCLIDEAN 3D RECONSTRUCTION 

4.1 3D Reconstruction of Matched Points 
3D reconstruction is to estimate, from the matches 

already made and projection matrices defined during the 
phase of calibration P and P', the coordinates (X, Y, Z) of 
a point M of the scene. 

By applying the projection equation (1) for a couple of 
matches (m1, m2), we write: 

MPm =1  
MPm '2 =  

By developing these equations, we find: 
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The calculation of the coordinates (X, Y, Z) is obtained 

by solving the linear system (9) using the linear least 
squares sense. It is also possible to solve this system by a 
singular value Decomposition (SVD). 

4.2 3D Delaunay Triangulation 
3D mesh is constructed by 3D Delaunay triangulation 

(Figur 5), applied to the 3D points reconstructed. It is a 
triangulation that satisfies the Delaunay criterion (empty 
sphere)   

 The Delaunay criterion 
Delaunay criterion is satisfied for a couple of 

tetrahedra if no node of an element (tetrahedron) is 
contained in the Interior of the sphere circumscribing the 
other element. 

 

 
Figure 5 : (a) 3D point cloud (b) 3D Delaunay Triangulation 

V EXPERIMENTS AND RESULTS  

The presented algorithm was implemented in Java, 
using both JAMA library and The Java 3D API. 

5.1 Images Acquisition 
A digital camera was used for these experiments. The 

resolution used for the images is 640 × 480. 
 

 
Figure 6.  Images used for 3D reconstruction 

5.2 Camera Calibration 
In each teken view, our camera is calibrated (variable 

parameters). The coordinates of 10 well distributed 
corners in the 3D pattern are used. 

(7) 

(9) 

(8) 
Image 1 Image 2 

(a) (b) 
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Figure 7.  Detection of corners of our Calibration Pattern (Harris 

detector) 

The first projection matrix estimated : 

 
The second projection matrix estimated: 

 
5.3 Matching 

The ZNCC method was used to make the matching of 
points of interest detected by the Harris detector and the 
Sift method. The matches extracts are not all accurate, to 
remove false matches, we used the RANSAC algorithm 
[12]. 

 
Figure 8.  Matching of points of interest (N = 7, P = 7 and 

thresholdZNCC = 0.85) 

5.4 Euclidean 3D Reconstruction 
We have the projection matrices and a set of matches, 

we can pass to the 3D reconstruction (we used a Singular 
Value Decomposition to solve the linear system (9)) : 

5.4.1 3D Reconstruction of Matched Points 

 
Figure 9.  3D Reconstruction of 389 Matched Points 

 

 
Figure 10.  3D mesh constructed by 3D Delaunay triangulation, applied 

to the 3D points reconstructed 
5.4.2 3D Reconstruction of Matched Points After 

propagation method [14] 
The propagation method is based on a set of reliable 

matches(germs). The germ with the best score ZNCC is 
removed from the current list of matches(germs), the new 
matches are searched in its neighborhood. 
This method was applied to 167 germs for having 9622 
matches. 
 

 
 

 
Figure 11. (a), (b) and (c) 3D Reconstruction of 9622 Matched Points (d) 

3D Delaunay triangulation of 3D points reconstructed 
 

Labo LIIAN 

(a) (b) 

(c) 

(d)

(c) 
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5.4.3 COMPARAISON 
The results are presented in the table below : 
 

TABLE 1.  
RESULTS OF 3D RECONSTRUCTION 

 Proposed 
method 

Propagation 
method [14] 

Number of 
reconstructed 

points 
389 9622 

Time of calculations 15 s 3 min 
  Reprojection error 

(pixel) 0.96 1.25 

 
Based on the results of experiments, we can deduce : 
 

TABLE 2. 
COMPARAISON 

 Proposed 
method 

Propagation 
method [14] 

Advantages 

Rapid 

The number of 
reconstructed 
points is large 

enough 
Quality of the 
resulting 3D 

model is accepted 

Quality of the 
resulting 3D 

model is accepted

Disadvantages 

Non-operational 
for non-textured 

objects 

Non-operational 
for non-textured 

objects 
 Slow due to the 

large number of 
reconstructed 

points 
 

 The reprojection error is defined by: 
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n  : is the number of matches (Number of 3D points). 
P1 et P2 : are the projection matrices. 
(m1i, m2i) : is a pair of corresponding points. 
Mi : is the 3D reconstructed point from (m1i, m2i). 

CONCLUSION 

The proposed 3D reconstruction method enables to 
achieve satisfactory results in a short time. The 
combination between Harris and Sift detectors allows to 
have a sufficient number of matches without passed to the 

propagation step, What has been very useful to have a 3D 
model of quality in short time. 
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