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Abstract — This paper describes a spoken document 
retrieval system for processing Malay spoken broadcast 
news that uses an approach to enhance retrieval 
performance. An automatic speech recognition (ASR) 
system was adapted to reduce the impact of ASR 
transcription errors on retrieval performance. The 
performance of unsupervised learning was evaluated using 
Malay broadcast news as the data source. A latent semantic 
analysis was used to reduce the impact of synonymous 
words and to identify the story boundaries within the news 
segments. Among other things, the current system proved to 
be a powerful instrument to identify news story boundaries 
automatically. 
 
Index Terms — spoken document retrieval; broadcast news 
transcription; clustering; latent semantic analysis; Singular 
Value Decomposition (SVD) 

I.  INTRODUCTION 

A spoken document retrieval (SDR) system uses both 
automatic speech recognition (ASR) and information 
retrieval (IR) technologies to analyze and process 
multimedia documents. Researchers usually use ASR 
systems to translate spoken documents (speech) into text 
transcripts. In SDR research, well-known text-based 
search algorithms are applied to time-aligned ASR 
transcripts so that the spoken content can be 
automatically indexed and retrieved from various 
multimedia documents, including radio/television 
broadcasts, digital library archives, call-center recordings, 
meetings, academic lectures, and internet user 
audio/video.  For this reason, SDR systems are designed 
to integrate both ASR and IR technologies. An effective 
SDR system usually provides access to both spoken 
textual content and to rich information that reflect the 
intended meaning and the speaker's emotional state. 
Efficient SDR systems are needed because of the 
constantly increasing volume of multimedia content and 
the demand to access information in these multimedia 
collections.  Although audio searching has become very 

popular, a number of obstacles make the process of 
retrieving spoken documents challenging. These 
problems include the lack of overt punctuation and 
formatting and the difficulty in detecting story boundaries 
or segments. Moreover, identifying word errors generated 
by ASR is one of the major challenges facing SDR. To 
address these problems, we designed a system to reduce 
the impact of ASR transcription errors on segmentation 
performance and tested it using Malay spoken broadcast 
news [1-4]. 

II. DATA SOURCE 

A transcript produced manually from spoken broadcast 
news [5] was used in this study to identify the story 
boundaries. This process was applied to Malay broadcast 
news documents already collected at University Sains 
Malaysia as the output of the Malay ASR system. Thus, 
the main data source was Malay broadcast news stories 
that were recorded from different Malay television 
broadcasts [5]. The database included ~25 hours of 
transcribed speech. The ASR system was trained using a 
~15 hour portion of the database, and the SDR test sets 
included ~10 hours of Malay broadcast news. None of the 
test sets overlapped with the ASR training set. Table 1 
shows the data source details. 

TABLE 1:  

DATA SOURCE DETAILS 
Number of news shows 18 

Number of news stories in all news 
shows 

379 

Number of sentences in news 
database 

4698 

Number of words in the news 81116 
Word error rate before adaption 34.5 
Word error rate after adaption 33.9 

Story length Around 1 to 167 
Sentence 

The rate of the  audio signal extract 10 s 
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III. PROPOSED SYSTEM 

In this study, the spoken document system was 
designed and used to identify news story boundaries and 
the number of stories within dataset. The broadcast news 
transcription was split into sentences, and then the cluster 
model was used to cluster the sentences into stories using 
the latent semantic analysis (LSA) algorithm and 
translation program. In short, a given spoken document 
was converted to text using the ASR system. The ASR 
result was improved using the Maximum A Posteriori 
(MAP) and Maximum Likelihood Linear Regression 
(MLLR) algorithms, which are part of the ASR system. 
Next, the story boundaries were identified using LSA, 
and these were considered to be the baseline results. To 
improve the clustering results, we propose that the text be 
translated into several languages and then back to Malay 
in order to reduce the impact of synonymous words on 
clustering. 

The proposed system process proceeds in five stages. 
Figure 1 shows the flow diagram of the process, and the 
five stages are described in more detail below: 

 

 
Figure 1: Data flow diagram 

 
Stage 1: Using ASR, Malay spoken broadcast news 

stories are converted to text files.  
 
Stage 2: Words are marked in a text to correspond to a 

particular part of speech (POS) via tagging. This process 
is based on the definition and context relationship of a 
given word with related and adjacent words in a sentence 
[6]. Figure 2 shows an example of POS output. 

 

 
Figure 2: POS output 

Stage 3: A number of words, usually called stopping 
words, are  frequently repeated in speech and have no real 
meaning themselves but may be used as auxiliary verbs 
or  prepositions (e.g., is , are, at, in, the, a, an) [6]. Such 
words are deleted during this indexing stage to avoid 
problems created by the presence of such generic terms 
and to reduce the size of the index. Examples include 
such prepositions as “ke, to,” “dari, from,” and “pada, at,” 
which provide no real information significant to the 
document’s topic but appear frequently in almost every 
document collection. When such words are removed, the 
index size decreases and the quality of the search results 
improves. The idea is that only the words that contribute 
specific information to each document are retained. 

Stage 4: “Stemming” describes a process used to 
improve the effectiveness of IR. During this process, 
variant forms of the same word with different endings are 
reduced to a common stem. Stems are useful in IR 
conducted using techniques that unify vocabularies. The  
use of stems reduces term variants and storage space and, 
at the same time, increases the matching probability of 
the documents [7]. 

Stage 5: Clustering the spoken broadcast news 
transcription using the LSA algorithm and translation 
approach is performed in this stage. It is described in 
greater detail in the next section. 

IV.  CLUSTERING MODEL 

Clustering of sentences can be used to find repeated 
information, and this is done by grouping similar 
sentences together. Previous research has identified a 
number of different methods that can be used to identify 
similar sentences. Some methods use shallow techniques 
to detect similarities in sentences (e.g., word or n-gram 
overlap). Other methods use a deeper syntactic or 
semantic analysis. The resulting clusters represent 
subtopics of the document set, whereby one cluster 
ideally describes one subtopic. The important point here 
is that clustering using LSA is largely independent of the 
language, unlike other approaches that rely heavily on a 
deeper linguistics analysis. The advantage of this 
technique is that the similarity estimation is not based on 
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shallow methods such as word matching. LSA takes 
underlying latent semantic structures in the form of word 
usage patterns into account. Accordingly, the problem of 
synonymy is avoided [8, 9]. 

Documents are usually read and split into sentences 
during the preparation process, and these sentence sets 
then are indexed and term-by-sentence matrices (TSMs) 
are built. One of the payoffs of using LSA is that it 
reduces dimensionality, which in turn results in a quicker 
search. When the matrix is ready, it is subjected to 
Singular Value Decomposition (SVD) [10, 11]. SVD is a 
method from the field of linear algebra that is used to 
diagonalize any t_d matrix A. The diagonalization 
process corresponds to a transition to a new coordinate 
system through which the latent semantic structure of a 
document set is brought forth. The SVD formula is as 
follows: 
 

A = AT * S * AD 
 

Any rectangular matrix A is squared by multiplying it 
by AT. The eigenvectors of  AT = A AT are the left 
singular vectors of A, and the eigenvectors of AD = AT A 
are the right singular vectors of A. Singular values are the 
square roots of the common eigenvalues of AT and AD 
and are written in descending order in S. The 
eigenvectors in T and D are ordered correspondingly. 

The TSM A is created, in which each row stands for a 
term and each column stands for a sentence. The cells of 
such a matrix contain weighted term frequencies. SVD is 
applied to A to break down the original TSM into r base 
vectors, which are linearly independent [10, 11]. The 
result of SVD is three matrices (AT, S, and AD) (Figure 
3), which basically are used to calculate a ranking matrix 
by using cosine distance, which is a very popular 
similarity measure, to compute the distance between two 
sentences. Later, similar sentences are placed together to 
create a sentence cluster. Next, a new matrix is created 
from this cluster and the rest of the sentences. After 
applying SVD, all sentences are compared pair-wise. This 
process is repeated until the distance of similarity 
between the document sentences is larger than threshold.  
 

 
Figure 3: SVD description 

V  EVALUATION METRICS FOR SEGMENTATION 

Because of the need for a strong evaluation strategy to 
estimate the influence of different parameters on 
clustering quality, two metrics were used: the sentence 
error rate and the the F-measure. 

A. Sentence Error Rate 

In order to compute semantic distance between automatic 
segmentation and manual segmentation, the proposed 
framework implements a statistical measure called the 
sentence error rate (SER). The SER is similar to the word 
error rate (WER) approach, but here it is applied to 
sentences instead of words. Thus, the proposed metric for 
evaluating the performance of the algorithms for 
determining spoken news story boundaries is the SER 
comparison strategy, which is outlined as follows: 
 

 
 

where Dels is the number of sentence deletions (when an 
accurate sentence is omitted within the recognized story) 
and Ins refers to the number of sentence insertions (when 
an additional sentence is added into the recognized story). 
Using an automatic programming algorithm, the sentence 
alignment process between the story in the reference 
transcription (manual transcription) and the hypothesis 
transcription (automatic story identification) is performed. 
However, some types of errors (Ins, Dels) might be more 
critical than others and thus have a greater impact on the 
final metric of the spoken clustering task.  

B. F-Measure 
In information retrieval, relevance scores of the 
documents during the ranking step are sorted from high to 
low and provide a list of the sorted document to the user 
as a result to the user query.  To evaluate the IR system, 
two statistics terms are used to describe the results of a 
query. First, precision explains the fraction of the returned 
results (clusters) that is relevant to the data needed 
(classes).  

Clusters
ClassesClusters

precision
I

=  

 
The second term is recall, which denotes the fraction of 
the relevant documents in the corpus that was actually 
returned by the system to the user. 

Classes
ClassesClusters

recall
I

=  

  
The F-measure considers both the precision and the recall of 
the IR test to compute the score. 
 

recallprecision
recallprecisionF

+
=

**2
1  

 

VI.  EXPERIMENTAL RESULTS 

In this study, we designed a SDR system and tested its 
ability to detect boundaries in Malay spoken broadcast 
news stories and to determine the number of stories 
automatically using unsupervised clustering. Once the 
recognition decoder output was generated, the MAP and 
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MLLR algorithms were used to improve the ASR 
transcription. Story boundaries were identified using the 
clustering algorithm, which also was used to prepare the 
output for other applications, such as classification, 
summarization, and title classification.  

After constructing a document-term matrix, filtering 
stop words, and stemming, SVD was completed and the 
cosine similarity was computed for each possible 
sentence couple. The proposed system was tested on a 
sample of 4698 sentences and 397 stories from 18 Malay 
spoken broadcast news show segments containing 
different kinds of news, including local news, political 
news, sport news and so on. The range of story length 
was 1 to around 160 sentences. Figure 4 shows a diagram 
of the analysis system, and Table 2 shows the results 
when the LSA method was used to process the 18 news 
shows. 

From table 2, the first column: refers to the number of 
news shows, the second column:  refers to the number of 
sentences inside each show, the third column: refers to 
the number of total stories in each show. The two former 
values (column two and three) are obtained from the 
reference document. The forth column acts the accuracy 
to determine these stories boundary in each show. The 
next column represents number of stories that get it from 
the proposed system automatically. The sixth column acts 
the F-measure for each show, and the next column acts 
the number of the correct stories that the proposed system 
was recognized it correctly. The last column acts the 
sentence error rate values for each show. 

As result, in our approach we identified 152 out of 379 
stories correctly with F-Measure 0.46 and accuracy 
0.93.

 
 

Figure 4: The proposed system diagram 
 

TABLE 2:  
THE RESULTS WHEN THE LSA METHOD WAS USED TO 

PROCESS THE 18 NEWS SHOWS. 

 
Figures 5, 6, and 7 show the results when the LSA 

method was used to process the 18 news shows following 
the principles of SER, accuracy, and F-measure to 
generate the Malay broadcast news story boundaries. 

 
 

 
Figure 5: The sentence error rate (SER) for the 18 spoken broadcast 

news shows that were analyzed 
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Figure 6: The accuracy of story segmentation for the 18 spoken 

broadcast news shows that were analyzed 
 

 
Figure 7: The F-Measure for the 18 spoken broadcast news shows that 

were analyzed 
The performance of LSA in story clustering in this 

experiment was automatically compared with manual 
story boundary identification. The experimental results 
showed that the use of LSA to segment the Malay 
broadcast news into stories yielded better accuracy than 
that of our previous system [12].  

VII.  RELATED WORKS 

Processing spoken documents is challenging because 
of the word errors generated by the ASR process [1, 13]. 
Determining the boundaries of broadcast news stories is 
another obstacle to processing spoken documents. The 
lack of overt punctuation and formatting contributes to 
this problem. For the purpose of conducting any 
operation like search , document retrieval, classification , 
summarization and topic detection, IR must first 
determine the beginning and the end of the segments or 
paragraphs [4, 8, 13-16]. Overall, the process of 
determining the number of segments within the spoken 
document automatically is the most difficult problem in 
data clustering [9]. 

Broadcast news contains a tremendous amount of 
information in the form of audio, video, and text. This 
information, like other non-organized groups of data, is 
not very useful unless relevant data can be easily 

retrieved from it. Current technology allows for 
extraction, indexing, and searching for information and 
data within broadcasts. The problem in spoken document 
is that the individual news stories that include in 
broadcast news are not indexed and searched separately. 
This causes inaccurate search results, so the user must 
scan the entire broadcast to find the relevant information. 
For example, an user searching for news associated with 
"war in Iraq" would prefer to receive short clips 
concerning the war rather than every broadcast that 
contains a story concerning the war [13, 17, 18]. 

The absence of punctuation and capitalization in 
spoken documents makes automatic story segmentation 
in multimedia documents very challenging. Previous 
attempts at multimedia system segmentation have 
concentrated on three types of cues: visual cues, such as 
the presence of an anchor person’s face [19] and motion 
changes [20]; audio cues, such as significant pauses and 
resets of the pitch [21, 22]; and lexical cues, such as word 
similarity measures of the speech recognition transcripts 
or closed captions of video [23, 24]. Cues from 
completely different modalities (audio, video, and text) 
are often consolidated to achieve a higher segmentation 
performance [19, 25]. 

For story segmentation, Hearst et al. (1997) proposed 
the TextTiling approach, which is based on the 
straightforward observation that different topics usually 
employ different sets of words and that shifts in 
vocabulary usage are indicative of topic changes [23]. As 
a result, pairwise sentence similarities are measured 
across the text and a local similarity minimum implies a 
story boundary. Stokes et al. (2004) embodied word 
cohesion in a lexical chaining approach in which related 
words in a text were linked into chains and a high 
concentration of chain starting and ending points is an 
indication of a story boundary [24]. These two 
approaches have been recently used to segment 
multimedia documents such as broadcast news [22, 25] 
and meetings [26]. Rosenberg et al. (2006) presented 
results from a broadcast news story segmentation system 
developed for the SRI NIGHTINGALE system that was 
applied to English, Arabic, and Mandarin news shows to 
provide input for subsequent question-answering 
processes [13]. Xie  (2008) used word and subword 
multiple scales for story segmentation and showed the 
robustness of  subwords for reducing the impact of errors 
and improving story broadcast news segmentation [22]. 
Wu  et al. (2009) used decision tree and maximum 
entropy to identify the positional story broadcast news 
boundaries locally and then used a genetic algorithm to 
identify the final story boundaries [27]. The BASRAH [6] 
and MAHER [12] systems were designed to detect story 
boundaries in multilingual (English and Malay) and 
Malay broadcast news stories using confidence measures 
of the ASR to minimize the WER in ASR transcription 
and a Euclidean distance algorithm for clustering, 
respectively. Finally, the current system uses LSA, which 
depends on deeper syntactic or semantic analysis rather 
than shallow techniques to identify the news story 
boundaries and the number of stories inside Malay 
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broadcast news segments. This is first attempt to process 
Malay broadcast news and also to determine the number 
of stories inside the spoken document automatically. The 
proposed system was tested on 18 Malay news 
transcriptions with accuracy 0.93 and F-measure 0.46. 

VIII.  CONCLUSIONS 

SDR is the science that studies how to improve search 
and retrieval performance of data within ASR output. The 
identification of broadcast news story boundaries is one 
of the complicated tasks involved in SDR. Identifying 
broadcast news story boundaries plays an important role 
in many natural language processing applications, such as 
topic identification and story classification. There are not 
many generic frameworks for spoken document 
segmentation, and most of those that do exist are domain 
specific. To the best of our knowledge, the current study 
is the first one proposed for the Malay language. It 
utilizes the computer to help identify the stories boundary 
and the number of news stories automatically without 
first training the program. The proposed system was 
tested on 18 Malay news transcriptions with accuracy 
0.93 and F-measure 0.46. 
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