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Abstract—A focused crawler traverses the Web to collect 
documents related to a particular topic, and can be used to 
build topic specific collection of documents for use in digital 
libraries and domain specific search. General crawlers 
make use of breath first search method to traverse the Web 
for as much amount of information as possible. Focused 
crawler help the search indexer to index all documents 
present on the World Wide Web related to a specific 
domain which in turn provides search engine’s users 
complete and fresher most information. In this paper we 
present a focused crawler capable of learning from the 
previous crawl results to collect the documents related to the 
sports domain. Crawling results for four consecutive crawls 
are shown. Results shows significant improvement in the 
precision value for the crawler with respect to the number 
of crawling attempts made. 

Index terms—Web, Internet, Retrieval, Focused Web 
Crawler, Search Engine. 

 

I. INTRODUCTION 

With the ongoing growth of web, finding the right 
information becomes an increasingly difficult task which 
often leads to undesired results. This made it important to 
develop document discovery mechanism. A crawler is a 
program used by search engine that retrieves Web pages 
by wandering around the Internet following one link to 
another. Web search engines such as Google, AtlaVista 
provides s. “Due to the Web’s immense size and dynamic 
nature no crawler is able to cover the entire Web and to 
keep up with all the changes. This fact has motivated the 
development of focused (topical) crawlers. The focused 
crawlers are designed to download Web documents that 
are relevant to a predefined domain (e.g. genomics or 
immunology), and to avoid irrelevant areas of the Web”, 
[32]. Focused crawler results in huge savings in network 
and computation resources by ignoring non relevant 
portion of the World Wide Web. 

The exponential growth of the World Wide Web 
enforced the universal search engines to address the 
scalability limitations with huge amounts of hardware and 
network resources and by distributing the crawling 
process across users, queries, or even client computers. It 
makes difficult to discover topic relevant information that 
can be used in specialized portals and on-line search. To 

tackle this issue the focused web crawlers are emerging. 
Focused crawlers dynamically browse the Web by 
choosing the most promising links in order to try to 
maximize the relevancy of the retrieved pages and thus 
saving significantly time and computational resources.  

II. RELATED WORK 

A general-purpose web crawler’s basic task is to fetch 
a page, parse the links and repeat. It normally tries to 
gather as many pages as it can to build up a web-graph as 
complete as possible. Search engines use these web-
graphs to identify the most authoritative pages related to a 
user query or topic. That process is called topic 
distillation. A brief overview of different distillation 
techniques is given below: 

The first technique uses the textual similarity between 
pages. Similarity has been well studied in the Information 
Retrieval (IR) community and has been applied to the 
WWW environment [1]. Based on these statistics, the 
relevance of a page to a certain query is computed.  

If one wanders on the Web for an indefinite time, 
following a random link out of each page, then different 
pages will be visited at different rates; popular pages with 
many in-links will tend to be visited more often. In other 
words, the importance of a page P is the number of links 
to P that appear on the entire Web. Intuitively, a page P 
that is linked to by many pages is more important than 
one that is seldom referenced. This” citation” count 
metric has been used extensively to evaluate the impact 
of published papers.  

While the back link metric treats every link the same, 
page rank recursively defines the importance of a page P 
to be the weighted sum of the back links to P. This is the 
core of the PageRank algorithm, invented by Brin and 
Page [2]. The Pagerank algorithm crawl the web and 
simulates such a random walk on the Web graph in order 
to estimate the visitation rate, which is used as a score of 
popularity. Given a key word query, matching documents 
are ordered by this score. Note that the Pagerank 
popularity score is pre computed independently from the 
query; hence Google can potentially be as fast as any 
search engine that purely ranks the query results based on 
the input query.  
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Hyperlink Induced Topic Search [3] is slightly 
different: it does not crawl or preprocess the Web, but 
depends on a search engine. A query to HITS is 
forwarded to a search engine such as AltaVista, which 
retrieves a sub graph of the Web of which the nodes 
(pages) match the query. Pages citing or cited by these 
pages are also included. This expanded graph is analyzed 
for popular nodes using a procedure similar to the Google, 
the difference being that not one, but two scores emerge: 
the measure of a page being  an authority, and the 
measure of a page being a hub (a compilation of links to 
authorities). A variant of this technique, the Companion 
algorithm, has been used by Dean and Henzinger [4] to 
find similar pages on the Web using link-based analysis 
alone. Bharat, Henzinger, Kumar and Subramanian [5] 
improved the speed by fetching the Web graph from a 
connectivity server which has substantial pre-crawled 
portions of the Web.  

Maintaining currency of search engine indices by 
exhaustive crawling is rapidly becoming impossible due 
to the enormous growth and dynamic content of the web. 
One of the ideas proposed in recent years is focused 
crawling. A focused crawler is designed to only gather 
pages relevant to a certain, pre-defined set of topics, 
without having to explore all Web pages. By definition, 
focused crawlers are preferred crawlers, that is, they must 
use some sort of heuristic to rate pages according to their 
relevance to the given topic. Focused crawlers have the 
advantage of being driven by a rich context (topics, 
queries, user profiles) within which to interpret pages and 
select the links to visit. 

It is obvious that the success of the crawler depends on 
the quality of the heuristic used. During the crawl, the 
crawler should stay focused around the given topic, that 
is, it should give correct scores to the pages so that links 
on irrelevant pages are not pursued by the crawler. On the 
contrary, the heuristic must not be to”strict” so that 
relevant pages are still not found by the crawler.  

One of the first web crawlers was given by Kornatzky, 
De Bra and Houben [6]. They made use of client-based 
real-time retrieval system for hypertext documents, based 
on depth-first search. The”school-of-fish” metaphor is 
used: when food (relevant information) is found, fish 
(search agents) reproduce and continue looking for food, 
in the absence of food (no relevant information) or when 
the water is polluted (poor bandwidth), they die. In other 
words, the”fish” follow more links from relevant pages, 
based on keyword and regular expression matching. The 
authors acknowledge that this type of system can make 
heavy demands on the network, and propose various 
caching strategies to deal with this.  

Hersovici, Jacovi, Maarek, Shtalhaim, and Sigalit [7] 
give Shark-Search algorithm, a version of the fish-search 
algorithm. Shark-Search  algorithm overcomes some 
limitations of the fish search by analyzing the relevance 
of documents more precisely and, more importantly, 
making a finer estimate of the relevance of neighboring 
pages before they are actually fetched and analyzed.  

Another early experience with a focused crawler based 
on a hypertext classifier, is described in [8]. It describes a 

prototype implementation that is comprised of three 
programs integrated via a relational database: a crawler, a 
hypertext classifier and a distiller. The basic idea is to 
classify crawled pages with categories in topic taxonomy. 
The relevance rating system uses a hypertext classifier to 
update the metadata with topic information from a large 
taxonomy: a user marks interesting pages as they browse, 
which are then placed in a category in the taxonomy. This 
was bootstrapped by using the Yahoo hierarchy. 
Relevance is not the only attribute used to evaluate a page 
while crawling: the popularity rating system updates 
metadata fields signifying the value of a page as an 
access point for a large number of relevant pages. The 
latter is based on connectivity analysis. The two mining 
or rating modules guide the crawler away from 
unnecessary exploration and focus its efforts on web 
regions of interest. But the methodology becomes very 
complex and difficult to evaluate. 

A web page categorization technique by context is 
given in [9]; it extracts useful information for classifying 
a document from the context where a URL referring to it 
appears. 

Mukherjea proposed WTMS [10], a system for Web 
Topic Management. WTMS crawler collects Web pages 
for a topic and introduces the user interface of the system 
that integrates several techniques for analyzing the 
collection and also presented the various views of the 
interface that allow navigation through the information 
space. Aggarwal, Al-Garawi, Philip S.Yu  gives a 
technique that crawls the pages which satisfy arbitrary 
user-defined predicates [11], such as topical queries, 
keywords queries or any combination of both.  

A focused crawling algorithm that builds a model for 
the context with in which topically relevant pages occur 
on the web, is proposed in [12]. The context model can 
capture typical link hierarchies within which valuable 
pages occur, as well as model content on documents that 
frequently co-occur with relevant pages. 

Random walk as an efficient and accurate approach to 
approximate certain aggregate queries about the web 
pages is given in [13]. It uses a random walk to produce 
an almost uniform distribution sample of web pages. 

Davison [14] found that the likelihood of linked pages 
having similar textual content to be high, the similarity of 
sibling pages increases when the links from the parent are 
close together, titles, description, and anchor text may 
represent at least part of the target page. 

Brian, Terveen, Will Hill [15] evaluated a number of 
link and context-based algorithms using a dataset of web 
documents rated for quality by human topic experts. 
Link-based metrics did a good job of picking out high-
quality items.  

Michael Steinbach George Karypis Vipin [16] Kumar 
studied different document clustering techniques. They 
compared the two main approaches to document 
clustering, agglomerative hierarchical clustering and K-
means. (For K-means we used a “standard” K-means 
algorithm and a variant of K-means, “bisecting” K-
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means.) Hierarchical clustering portrayed as the better 
quality clustering approach, but is limited because of its 
quadratic time complexity. In contrast, K-means and its 
variants have a time complexity which is linear in the 
number of documents, but are thought to produce inferior 
clusters. technique is better than the standard K-means 
approach and as good or better than the hierarchical 
approaches that we tested for a variety of cluster 
evaluation metrics. 

Junghoo Cho, Hetor Gasrcia-Molina [17] gives a 
parallel crawler architecture that can enhance the 
crawling process by instaciating more than one crawlers 
in a centrally distributed environment. 

Pant, Srinivasan, and Menczer [18] build a framework 
and a number of quality measures to evaluate topic driven 
crawling algorithms, and proved that a mix of exploration 
and exploitation is essential for  

1. Seeking new relevant pages starting from a 
known relevant subset. 

2. Seeking relevant pages starting a few links away 
from the relevant subset.  

Marina Buzzi [19] gives a scheme to permit a crawler 
to acquire information about the global state of a website 
before the crawling process takes place. It require Web 
server co-operation in order to collect and publish 
information on its content.  

Johnson and Giles in [20] proved experimentally that a 
rank function that combines analysis of text and link 
structure yields effective strategies for focused crawling 
that performed better than Best First strategy. 

Marc Ehrig, Alexander Maedche [21] proposed an 
approach for document discovery building on a 
comprehensive framework for ontology-focused crawling 
of Web documents. The framework includes means for 
using a complex ontology and associated instance 
elements. It defines several relevance computation 
strategies and provides an empirical evaluation which has 
shown promising results. 

Ismail Sengor Altingovde and Ozgur Ulusoy [22] 
presents a rule-based focused crawler that uses linkage 
statistics among topics to improve a baseline focused 
crawler’s coverage.   

Bong and Narayanan [23] proposed a local feature 
selection measure namely, Categorical Descriptor Term 
for text categorization. The method explicitly chooses 
feature set for each category by only selecting set of 
terms from relevant category. 

P. Srinivasan, F. Menczer, and G. Pant [24] present a 
general framework to evaluate topical crawlers. They 
identified a class of measures for fair comparative 
evaluations of crawlers along some dimensions including 
generalized notions of precision, recall, and efficiency.  

G. Pant, P. Shrinivasan [25] compared different 
classification schemes. They modeled the crawling 
process as a parallel best-first search over a graph defined 
by the Web. The classifiers provided heuristics to the 

crawler thus biasing it towards certain portions of the 
Web graph. Results showed that Naive Bayes is a weak 
choice for guiding a topical crawler when compared with 
Support Vector Machine or Neural Network. Further, the 
weak performance of Naive Bayes could be partly 
explained by extreme skewness of posterior probabilities 
generated by it. T was observed that despite similar 
performances, different topical crawlers cover subspaces 
on the Web with low overlap. 

Jamali, Sayyadi, Hariri and Abolhassani [26] 
introduced a simple framework for focused crawling 
using combination of two existing methods, the Link 
Structure analysis and Content Similarity. M.Yuvrani, 
N.Ch.S.N.Iyengar, A.Kanan, presents a focused crawler 
framework [27] that makes use of link semantics to 
retrieve relevant documents and suggested that rule 
inference mechanisms can be used as a future work to 
enhance the crawling process. G. Pant, P. Shrinivasan[28] 
investigated the effects of various definitions of link 
contexts on the crawling performance. They concluded 
that a crawler that exploits words both in the immediate 
vicinity of a hyperlink as well as the entire parent page 
performs significantly better than a crawler that depends 
on just one of those cues. Also a crawler that uses the tag 
tree hierarchy within Web pages provides effective 
coverage.  

Chang, C., Kayed, M., Girgis, MR. and Shaalan, KF 
[29] presented a survey of the major Web data extraction 
approaches and compares them in three dimensions: the 
task domain, the automation degree, and the techniques 
used. The criteria of the first dimension explained why an 
IE system fails to handle some Web sites of particular 
structures. The criteria of the second dimension classified 
IE systems based on the techniques used. The criteria of 
the third dimension measured the degree of automation 
for IE systems.  

Antonio Badia, Tulay Muezzinoglu and Olfa Nasraoui 
[30] built a focused crawler as part of a larger project. 
The The National Surface Treatment Center (NSTCenter) 
web site was created with the goal to become a premier 
forum for Navy officers, independent  consultants, 
researchers and companies offering products and/or 
services involved in the process of servicing Navy ships. 
In order to help generate content, they developed a 
focused web crawler that searched the web for 
information relevant to the NSTCenter. They developed a 
crawling system that achieves significant precision. 
Debajyoti Mukhopadhyay, Arup Biswas, Ukanta Sinha in 
[31] proposed a domain specific ontology based crawler 
that makes use of number of query words in the page to 
find similarity of a page.  

Ari Pirkola in [32] described negligence of historical 
results and inability to handle intermediate linguity as the 
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main problems for any crawler. Xu, Qingyang and Zuo, 
Wanli [33] presented general framework of focused web 
crawling based on “relational subgroup discovery”. 
Predicates were used explicitly to represent the relevance 
clues of those unvisited pages in the crawl frontier, and 
then first-order classification rules were induced using 
subgroup discovery technique. The learned relational 
rules with sufficient support and confidence were used to 
guide the crawling process afterwards. 

 McCown, F. and Nelson, M. [34] examined how 
search results decay over time and built predictive models 
based on the observed decay rates. Based on their 
findings, it could take over a year for half of the top 10 
results to a popular query to be replaced in Google and 
Yahoo; for MSN it may take only 2-3 months. 

 J.Akilandeshwari, N.P.Gopalan presented a parallel 
Web spider model, based on multi-agent system for co-
operative information gathering [35]. The system collects 
Web pages related to the topic, and then employs two 
agents: master agent and retrieval agents. Bao, S., Li, R., 
Yu, Y. and Cao, Y. [36] proposed CoMiner algorithm to 
conduct a Web-scale mining in a domain independent 
manner. The CoMiner algorithm consists of three parts: 1) 
given an input entity, extracting a set of comparative 
candidates and then ranking them according to 
comparability, 2) extracting the domains in which the 
given entity and its competitors play against each other, 
and 3) identifying and summarizing the competitive 
evidence that details the competitors’ strength.   

Ontology based approach for multilingual environment 
and meta search approach based crawling along with a 
measure for calculating page refreshment are given in [39, 
40, 41, and 42]. 

III. PROPOSED WORK 

“Tf-Idf (Term frequency–Inverse document frequency) 
weight is a statistical measure used to evaluate how 
important a word is to a document in a collection 
or corpus. The importance increases proportionally to the 
number of times a word appears in the document but is 
offset by the frequency of the word in the corpus”, [37], 
or to the domain. If we are having a corpus of documents 
which are all highly related with a specific domain then 
the Tf-Idf weight of a word in a page gives the 
importance of that term for that document with respect to 
the whole corpus. Now if we add Tf-Idf score obtained by 
a term for all documents in the corpus, then the resulting 
score can be seen as a meaningful, semantic, score for 
that term with respect to the whole corpus. Based upon 
this thought a TIDS (Term frequency–Inverse document 
frequency Definition Semantic) Score Table is 
constructed, whose entries are supposed to help the 
crawler for deciding the future crawls. The TIDS Score 
Table generation algorithm is given in Algorithm 1. The 
initial collection of Web pages related to the Sports 

domain (Seed pages) is generated from the hierarchical 
categories of Open Directory Project from 
http://dmoz.org. ODP provides the categorized bifurcated 
repositories of URLs which are manually edited. From 
here we can find individual categories link. These URLs 
are put in the Relevant_Page_Set. 
 
Algorithm 1: TIDS Score Table Generation  

1. Initialize Relevant_Page_Set. 
2. Remove Stop Words from each page in the Relevant_Page_Set  
3. Apply Stemmer to each page in the Relevant_Page_Set  
4. Generate Tf-Idf Score Inverted Index Table for all the 

documents in the Relevant_Page_Set. 
5. For each term t in the Tf-Idf Score Inverted Index Table  Do 

5.1. Calculate sum of the Tf-Idf score obtained by t 
in all documents from Tf-Idf Score Inverted 
Index Table, let it be TIDS_Score. 

5.2. Insert entry <t, TIDS_Score>  into TIDS Score 
Table.  

5.3. Normalize the TIDS_Score values in TIDS 
Score Table. 

 
According to the TIDS Score Table Generation 

Algorithm stemming, which is the “process for reducing 
inflected (or sometimes derived) words to their stem, base 
or root form, generally a written word form” [38], and 
stop words removal is performed upon the 
Relevant_Page_Set. Tf-Idf score of the collection is 
calculated. The term frequency tft,d of term t in document 
d is defined to be  number of times that t occurs in d, dft 
is the document frequency of t, means the number of 
documents that contain t. The dft is an inverse measure of 
the informativeness of t also dft  ≤ N where N is the total 
number of pages in the Relevant Page Set. Then the Idf 
(inverse document frequency) of t is given by  

)/df( log  idf tt N=   (1) 

The Tf-Idf weight of a term t in the document d ( 
dt ,

w ) 

is the product of its tf weight and its idf weight and will 
be given by  

)df/(log)tf1log(w ,, tdt N
dt

×+=  (2) 

The TIDS_Score of a term t is given 
by ∑ ∈

=
SetPagelevantd dtt

__Re ,tf.idf)(TIDS_Score
      
     (3) 

 
Algorithm 2: First Crawl 
1. Create TIDS Score Table using Algorithm 1, for all the 

pages present in Relevant_Page_Set. 
2. Initialize SeedUrls by selecting 200 random links from 

Relevant_Page_Set. 
3. While SeedURls is not empty 

3.1 URL=SeedUrls.Next(); 
 
3.2 URL_Score= Similarity score of URL.discription 

terms from TIDS Score Table. 
3.3 Enqueue(CrawlQueue,URL, URL_Score); 

4. While CrawlQueue is not empty 
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4.1 URL=Dequeue(URL_with_maximum_score, 
CrawlQueue); 

4.2 Doc= Download( URL) 
4.3 If Doc is not present in the Crawler Repository 

then add Doc to the Crawler Repository else 
GOTO 4. 

4.4 Doc_Score= Similarity score of URL.text terms 
from TIDS Score Table. 

4.5 If  Doc_Score is greater than or equal to the text 
Similarity score of Relevant Page Set pages and 
the Doc is not present in the Relevant Page Set 

4.5.1 Add Doc to Relevant Page Set and 
regenerate TIDS Score Table.  

4.6 For all Link in Doc.links 
4.6.1 Linkscore= Similarity score of 

Link.anchor terms from TIDS Score Table. 
4.6.2 Score= Doc_Score + Linkscore; 

  4.6.3 If  Score > Relevancy_Threshold 
4.6.3.1 Enqueue(CrawlQueue, Link, Score); 
 

According to the Algorithm 2, SeedUrls is initialized 
by 200 random links chosen from the Relevant_Page_Set. 
SeedUrls were inserted one by one in the crawler queue, 
which is a priority queue, as according to their similarity 
score from TIDS Score table. The crawler picks the URL 
with maximum score from the queue and downloads the 
corresponding document. The content similarity score of 
the page is calculated, and a value for each link present in 
the document is obtained by merging the parent’s content 
similarity score with the link’s own anchor text similarity 
score, and the link is inserted into the crawler queue. The 
complete process is repeated until the crawl queue is 
empty or the maximum crawled page limit is not reached. 
We executed the First Crawl for collecting 6000 pages, 
which will act as the relevant page set, R, for the future 
crawls as they came by crawling seed pages which were 
related to the focused domain. Hub URL is the one which 
is pointing to many other URLs and authority URL is the 
one which is pointed to by many URLs. Best hub is the 
one which is pointing to many relevant pages and the best 
authority is the one which is pointed to by many relevant 
pages. We used the hub score as a learning parameter for 

the crawler to select best seed pages for the next crawling 
phase. Let R be the set of pages which are related  
to the domain and the page P in R bears the interlinked 
behavior shown in Fig.:1. 

Then the hub score for the page P in R is given by  

 

(4) 

And authority score of P is given by 

 

     (5) 

After finding the hub and authority scores we 
normalize those using mean square root method. 

Algorithm 3: Consecutive Crawl 

1. Calculate Hub score and Authority score for all the pages 
present in the set of relevant pages, R, came as a result from 
the previous crawl. 

2. Choose top 200 pages with highest Hub score from R, and 
initialize them to the SeedUrls. 

3. While SeedUrls is not empty 
3.1 URL=SeedUrls.Next(). 
3.2 URL_Score=Hub score of the URL 
3.3 Enqueue(CrawlQueue,URL,URL_Score ). 

4. While CrawlQueue is not Empty 
4.1 URL=Dequeue(URL with maximum URL_Score, 

CrawlQueue). 
4.2 Doc=Download (URL). 
4.3 Doc_Score=Similarity score of the Doc text and 

URL anchor text from the TIDS Score Table. 
4.4 For all links in Doc.Links 

4.4.1  LinkScore=Similarity Score of 
Link.Anchor terms from the TIDS Score 
Table. 

4.4.2 Score=Merge(Doc_Score,LinkScore) 
4.4.3 Enqueue(CrawlQueue, Link, Score) 

 

 

P

A 

B 

C 

D

E

F

Fig 1: Interlinked behavior of Web page P in R where {A,D,C,B,E,F,P} Є R 

74 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 1, FEBRUARY 2013

© 2013 ACADEMY PUBLISHER



 

 

Fig. 2: Precision Graph showing the precision value (vertical axis) with respect to the number of pages downloaded by the various crawling phases 
(horizontal axis). 

      

 

Fig. 3: Percentage of pages retrieved V/s relevancy value graph 

 

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 5, NO. 1, FEBRUARY 2013 75

© 2013 ACADEMY PUBLISHER



 

 
 

Figure 4: Consolidated Precision Graph 

Consecutive Crawl algorithm works by finding the best 
hub and best authority pages among the pages which 
came as result of the previous crawl attempt, top 200 best 
hubs were chosen to act as the seed pages. All the seed 
pages are inserted one by one into the crawl queue, which 
is a priority queue, as according to their hub score. The 
URL with maximum score is chosen and the document 
corresponding to it is downloaded. The content similarity 
score of the page is calculated, and a value for each link 
present in the document is obtained by merging the 
parent’s content similarity score with the link’s own 
anchor text similarity score, and the link is inserted into 
the crawler queue. The complete process is repeated until 
the crawl queue is empty or the maximum crawled page 
limit is not reached. 

IV. EXPERIMENTAL RESULTS 

The initial collection of Web pages (Seed pages) is 
generated from the hierarchical categories of ODP (Open 
Directory Project) from http://dmoz.org as suggested by 
Rungsawang, N.Angkawattanawit (2005)[2]. ODP 
provides the categorical collection of URLs that are 
manually edited and not biased by any commercial user. 
From here we can find individual categories link. The 
categories ending with “Sports”, “cricket”, “football”, 
“base ball”, “tennis”, “badminton”, “basket ball” etc. 
were retrieved from the ODP. The learning effect for four 
consecutive crawls is observed by finding the number of 
documents retrieved by the crawler having relevancy 
score greater than 1.0, all such pages are considered to be 
relevant to the sports domain. The results are plotted as 
graphs. Fig: 2 shows a graph between the precision value 
(vertical axis) and the number of pages downloaded by 
the various crawling phases (horizontal axis) bounded by 
the number of pages downloaded. Graph shows that the 
precision value tends to increase with the increasing 
number of the crawls for almost all set of the downloaded 
pages. Fig: 3 shows a graph between percentage of pages 
retrieved and relevancy value. It shows that the total 
number of pages retrieved by the crawler for different 
relevancy value increases with the increasing number of 
crawling phases. The consolidated precision graph is 
shown in Fig: 4, which shows that the precision value is 

showing an increasing trend with the increasing number 
of crawling phases. 

V. CONCLUSION 

Focused crawler based upon, Tf-Idf semantics and hub 
score based learning is proposed. Four consecutive runs 
of the proposed crawler were made to study the effect of 
learning. The results are plotted as graph between the 
precision value and the number of pages downloaded by 
the various crawling phases. Results show great 
improvement in average precision value with increasing 
number of crawls.  
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