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Abstract— Electronic word-of-mouth (eWOM) is an impor-
tant information source that influences consumer product
evaluations. This paper presents a computational model
that predicts the potency-magnitude relations of eWOM
messages involving subjective rank expressions, which refer
to the linguistic representations related to the attitude-levels
of the benefits of the product attributes. The amount of
required inference for the message receiver to know the
attitude-level through the message is quantified asinference
quantum by using inference space, which is characterized
by two evaluation parameters: evaluation target size and
evaluation scale size. The computational model incorporates
the idea of inference quantum into the cognitive hypotheses
that were developed to account for the potency differences
with reference to the expertise levels - experts or novices -
of the message receiver of the products.

By applying the computational model to simple eWOM
messages, the potency-magnitude relations were observed to
depend critically on the values of the message receiver’s
evaluation parameters. This paper defines three message-
classes, which are also studied in the areas of opinion mining
and sentiment analysis, and investigates mathematically how
the potency-magnitude relations change based on the values
of the evaluation parameters.

Index Terms— cognitive modeling; attitude change; elec-
tronic word-of-mouth; ewom; social media

I. I NTRODUCTION

In recent years, there has been a focus on electronic
word-of-mouth (eWOM) as the information source that
influences consumer product evaluations [1]–[3]. eWOM
messages refer to statements that are posted electronically
in social media such as bulletin boards on the Web. The
content includes other consumers’ product evaluations and
recommendations based on their own experiences and
preferences. What kinds of eWOM messages have large
potency on the product evaluations made by the consumer
who is exposed to the messages? If we can predict the
potency on an individual basis, then it will be possible to
create an intelligent agent to selectively provide effective
statements to individual consumers from among the huge
volumes of diverse eWOM messages on the Web. These
kinds of intelligent agents would increase opportunities to
use eWOM messages and could be expected to promote
interactions between consumers via the Web.

The author previously proposed cognitive hypotheses
that account for the potency differences in two types -
comparisonand degree- of eWOM messages involving

subjective rank expressions [4]. This paper develops a
computational model of the hypotheses to apply them
to various types of messages obtained using techniques
from opinion mining and sentiment analysis [5], [6]. The
following are the contributions of this paper:

1) Modeled eWOM messages with reference to com-
prehensive message typology in the areas of opinion
mining and sentiment analysis.

2) Developed a computational model that predicts the
potency-magnitude relations between two eWOM
messages involving subjective rank expressions.

3) Investigated mathematically how the potency-
magnitude relations change based on the values of
the message receiver’s evaluation parameters.

Although the former two contributions were previously
presented [7], this is the first appearance for the last
contribution (Section V.). In addition, this paper includes
four minor modifications from previous work: (1) the idea
of “attitude” [8], [9] is incorporated into the definition
of subjective rank expressions to clarify the meaning of
the “levels” of consumer evaluations (Section II. A.); (2)
detailed descriptions of the research background are given
(Sections II. B. and C.); (3) the inference quantum is
redefined based on the idea of entropy in the inference
spaces (Section IV. B.); and (4) computational examples
are revised so that two cases with different values of
evaluation parameters can be compared (Section IV. C.).

In the following, Section II describes the background
of the current research. Section III develops the models
of eWOM messages involving subjective rank expres-
sions. Section IV formalizes the computational model
and illustrates the prediction processes with example
messages. Section V investigates mathematically how the
potency-magnitude relations change based on the values
of evaluation parameters. Section VI concludes the paper
and describes the future work.

II. BACKGROUND

A. Subjective Rank Expressions

Research on word-of-mouth (WOM) communication,
which Arndt defined as the oral person-to-person com-
munication between a receiver and a communicator that
the receiver perceives as non-commercial [10], has been
conducted for many years [11]. It ranges from the motives
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for the communications [12], [13] to the effects on the
receivers’ purchase decisions [14], [15]. Recently, the
widespread penetration of social media has increased
interest in eWOM communication researches (e.g., [16],
[17]) that differ from traditional WOM researches in that
they focus on the more detailed aspects of the information
content [1], [3].

Lee et al. introduced a differentiation between objective
attributes such as size and weight and subjective attributes
such as color and shape [1]. Park et al. divided eWOM
messages on product attributes into two types, which are
“attribute-centric” and “benefit-centric,” and verified the
differences in the potency of these two types [3]. In
contrast, this paper focuses onsubjective rank expres-
sions, which are related closely to researches in opinion
mining and sentiment analysis. Here, subjective rank ex-
pressions refer to the linguistic representations related to
the attitude-levels of the benefits of the product attributes
[4]. A benefit and product attribute pair to be evaluated
is called “target” in this paper. The attitude-levels of a
target means its ranks or grades with respect to personal
attitudes [8], [9]. Thus, subjective rank expressions focus
on the benefits and the product attributes that are used as
two basic elements to represent product evaluations based
on the perspectives in consumer behavior research [18],
[19]. The idea of subjective rank expressions is shown in
Fig. 1, including similar content from previous researches.

Regarding the benefits, this research examined two
types of subjective rank expressions: comparison and
degree [4], where the former describes the results of
comparisons with other benefits and the latter directly
describes the rank of benefits using adjectives and ad-
verbs. A typical example of the comparison type is a
message like “The touch panel LCD of product X is
easier to use than that of product Y,” which claims that
this attribute of X is rated higher than that of Y with
respect to the benefit; easy to use. On the other hand,
a typical example of the degree type is a message like
“The touch panel LCD of product X is incredibly easy to
use,” which claims the attribute of X is rated high with
respect to the benefit. Since both messages are concerned
with the attitude-levels of product attributes for a benefit,
they involve subjective rank expressions. As shown in the
example messages, eWOM messages involving subjective
rank expressions contain not only information connecting
attributes to benefits but also information related to the
authors’ attitude-levels of the benefits of attributes.

The “potency” of eWOM messages in this paper relates
to the attitude change in the product evaluations when the
receiver is exposed to the message. Messagem1 has larger
potency thanm2 when the degree of the attitude change
by m1 is larger thanm2. The potency depends not only
on the message content but also on the characteristics
of the message receivers and of the evaluated products,
so a different person as well as a different product may
give different potency with respect to the same message
content [20]. There are two types of potency: positive
and negative. The former changes the product evaluations
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Figure 1. Subjective rank expressions and related work.

positively and the latter changes them negatively [21],
[22]. This paper focuses on positive potency because
one aim of this research is to develop intelligent agents
that selectively provide eWOM messages to increase
consumer purchase intention.

Some psychological measurements of attitude change
are often used to determine the potency of eWOM mes-
sages (e.g., [1], [3]). Such measurements are also used in
the area of persuasion research [8], [23], which is closely
related to advertising and word-of-mouth researches. In
persuasion researches, the term “persuasiveness” is often
used instead of potency. The difference between persua-
siveness and potency is the presence or absence of a
goal and the intention to reach the goal of the message
providers; i.e., the term persuasiveness postulates such a
goal but the term potency does not.

B. Cognitive Hypotheses

The cognitive hypotheses proposed in [4] focus atten-
tion on how much inference is required for the message
receiver to know the author’s attitude-level of the targets
through the message. Since consumers with high expertise
in the products are likely to infer based on their own
knowledge, they are expected to prefer comparison type
in which the attitude-level is not written explictly and
leaves room for personal determinations. In contrast, since
consumers with low expertise are likely to dislike such
inferences, they are expected to prefer the degree type in
which the attitude-level has already been determined by
the author so that the evaluation can be directly obtained
by the message. Thus, the following hypotheses were
proposed [4].

Hypothesis A: For consumers with high expertise,
comparison type eWOM messages for targets
has larger potency on the evaluation of the
targets than degree type eWOM.

Hypothesis B: For consumers with low expertise, de-
gree type eWOM messages for targets has larger
potency on the evaluation of the targets than
comparison type eWOM.

These hypotheses were supported by hypothesis testing
on the dataset collected from a questionnaire survey
administered to one hundred and fifty two undergraduate
students [4].

A theoretical background of the hypotheses is the
theory of implicit conclusions[24]–[26], which was de-
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veloped mainly to account for the persuasiveness of
advertising. For example, a typical ad with an explicit
conclusion is “Now That You Know the Difference, Shave
With Edge – The Disposable Razor That is Best for
You.” A typical one with an implicit conclusion is “Now
That You Have the Facts, Decide for Yourself Which
Toothbrush You Should Buy,” as introduced in [24]. It
states that ads with implicit conclusions are expected to
be persuasive when the audience is highly involved in the
products instead of being lowly involved. Sawyer et al.
explained the persuasiveness as follows [25]: “Perhaps the
most important reason is that the absence of any obvious
conclusion may lead a motivated audience to try to infer
one. · · · Attitudes resulting from effortful self-generated
conclusions should be more positive than attitudes result-
ing from less effortful processing of conclusions explicitly
provided in a message and more accessible and persistent
over time.” The theory of implicit conclusions was em-
pirically supported [25], [26] and extended from wider
viewpoints such as attention for visual material [27] and
missing attributes [28].

The cognitive hypotheses [4] can be viewed as one
application of the theory of implicit conclusions and, in
that sense, are characterized from two aspects. First, the
hypotheses focus on the inference of the author’s attitude-
levels toward targets through messages and regard the
attitude-levels as “conclusions.” Second, the hypotheses
incorporate the expertise of message receivers instead
of their involvement, which is a motivational parameter
used by the message receiver to infer the conclusions. As
Chebat et al. suggested, both expertise and involvement
should be considered to obtain accurate potency predic-
tions [29]. However, this paper only considers expertise
because it is not so difficult to extend the idea with
expertise only to the one with both factors by assuming
no interaction effect between them.

Expertise of products has various aspects, or dimen-
sions [18], and is measured in various ways. For example,
Park et al. used the number of correct responses to
questions about the products and performed a median-split
technique to divide consumers into experts and novices
[3]. As another example, the author defined expertise with
respect to having/not having an experience of purchasing
products, where expert and novice refer to having and
not having [4]. At a more practical setting for intelligent
agents, expertise may be determined with keywords or
bookmarks used or possessed by users.

C. Research Purpose

Previous work [4] focused on two message types: com-
parison and degree; but subjective rank expressions should
have a wide variety of message subtypes. For example,
gradable comparatives are classified into three subtypes:
non-equal gradable, equative, and superlative [30]. The
similarity or difference between two objects may generate
other subtypes, as shown in [31]. In addition, there may be
messages in which two or more types are combined. Such
a wide variety of message types requires the cognitive
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Figure 2. Illustrative application of computational model.

hypotheses to be very generalized. The purpose of the
current research is to achieve generalization by developing
a computational model that measures the amount of
required inference (Q) for such various messages. The
generalized hypothesis becomes the following: for any
two eWOM messagesmi and mj , if Q(mi) > Q(mj)
then mi has larger potency thanmj for experts and,
conversely,mj has larger potency thanmi for novices.

Fig. 2 shows an illustrative application of the com-
putational model and the scope of this research. In the
figure, the filtering agent selects the eWOM statements
based on the potency-magnitude relations generated from
the computational model, which is the main topic of
this paper. To obtain the potency-magnitude relations
on the eWOM statements written in natural language,
the message extractor constructed by opinion mining
and sentiment analysis (OM/SA) techniques extracts sub-
jective messages, which are the eWOM messages in
the figure, as definite shapes from the natural language
statements. Then the computational model generates the
potency-magnitude relations on the messages based on the
evaluation situations of the user. Although both positive
and negative eWOM statements exist when they are
gathered through social media, only positively evaluated
messages for products are selected and used to promote
the purchase intention of system users. As shown in the
figure, the scope of this research does not directly include
the techniques in the area of OM/SA. However, OM/SA
research is closely related to my current research because
the formats of the messages should be determined based
on the techniques.

III. M ESSAGEMODELING

A. Comparison Type

Two of the most fundamental categories for human
opinion are comparative and direct [6]. A direct opinion
expresses a subjective idea on a single object, while a
comparative opinion expresses a relation of differences
or similarities between two or more objects and/or object
preferences of the opinion holder. Comparatives are clas-
sified into four subtypes: non-equal gradable, equative,
superlative, and non-gradable [30].
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Based on the subtypes of the comparatives, the eWOM
messages in the comparison type of the subjective rank
expressions are modeled as follows:

(target1, target2, type),

where target1 and target2 are the sets of the pairs of a
benefit and a product attribute andtypeis one of the three
subtypes: non-equal gradable, equative, and superlative.
For the non-equal gradable (equative)type, the messages
insist that the attitude-levels oftarget1are larger than (are
equal to) those oftarget2. For the superlativetype, the
messages insist that the attitude-levels oftarget1 are the
largest among all other targets to be evaluated;target2
is omitted. The parametertype excludes non-gradable
from its values because non-gradable does not address
the attitude-levels of targets.

The message model proposed here may be obtained by
adjusting Jindal’s message model using five parameters:
relationWord, features, entityS1, entityS2,and type [30].
Parametersfeatures, entityS1, and entityS2 are related
to target1 and target2 in the proposed model, while
parametertype is the same in both models. Parameter
relationWord takes a keyword such as-er or exceedthat
is used to express a comparative relation in a sentence.
Although the proposed model does not contain parameter
relationWord, the benefits intarget1 and target2 may
contain a piece of the parameter information when it has
beneficial words such as easier and lightest.

Note that, although the message model proposed here
is similar to the Jindal’s model in the appearance, they
are different in the semantics of the comparison. That is,
the message model proposed here compares the attitude-
levels of targets whereas the Jindal’s model compares
certain features like length and size of entities. Therefore,
they may generate different structures of the comparative
relations. For example, for digital cameras, a message
like “The start up time of X is longer than that of Y.”
constructs the relation X> Y with respect to the length
of time by the Jindal’s model whereas it constructs the
relation X< Y with respect to the attitude-levels by the
proposed model (Shorter is better in this case.). The issue
described here is also discussed in [32], [33].

B. Degree Type

One typical problem in the research area is polarity
detection that classifies an online review as positive or
negative at a document level [34] or a sentence level [35].
Recently, the rating-inference problem is also studied to
classify not into two classes, positive or negative, but into
fine-grained rating classes (e.g., one to five “stars”) [36].
Rating-inference tasks determine an author’s evaluation
from the review texts with respect to a multi-point rating
scale, which is a kind of ordinal scale. The latent message
models that the tasks postulate appear to have three
elements: an evaluated object, its rated level, and a multi-
point rating scale for the evaluation.

Based on this idea, the eWOM messages in the de-
gree type of subjective rank expressions are modeled as

follows:

(target, level, scaleInfo),

where target is a set of the pairs of a benefit and a
product attribute andlevel is the attitude-level based on
scaleInfo, which is the specifications of the multi-point
rating scale used. The specifications include the number
of points on the rating scale and, if required, the polarity
that each point belongs. Five-point Likert type scales,
which are often used in psychological experiments, are
one alternative for the rating scales. In the case, the
number of points on the rating scales is five and points
1, 2 belong negative, 3 belongs neutral, and 4, 5 belong
positive attitude.

The granularity of the multi-point rating scale has
variations. Pang et al. discussed a reasonable classification
granularity to determine other persons’ evaluations by
using Internet movie reviews [36]. They examined pairs
of reviews extracted from the review set to determine
whether the first review in each pair was more positive
than, less positive than, or as positive as the second. They
concluded that the reasonable scale size, which is the
number of points on the rating scale, is not so large and
is four or five. As they discussed, much finer-grained may
not be reasonable when no information exists to discern
such finer-grained levels in the message texts. There
may not be enough text samples to create classification
rules with finer-grained scales using machine learning
techniques. The granularity of the multi-point rating scale
is determined practically by considering such properties
of the message texts.

IV. COMPUTATIONAL MODEL

A. Basic Idea

In the computational model, the amount of required
inference is quantified as theinference quantum. Mes-
sages explicitly containing an attitude-level enable it to be
obtained directly, and thus they require no inference; the
size of inference quantum is 0. Since messages containing
only comparative relations of the attitude-levels require
some inference to obtain the levels, the inference quantum
is not 0 but has a certain value. The inference quantum
does not postulate the levels contained in a single message
but postulates the set of the levels of all targets to be
evaluated. Therefore, the computational model incorpo-
rates the idea ofinference spacethat contains all possible
attitude-levels inferred by the message receiver.

The dimensions of the inference space correspond to
the targets to be evaluated. Fig. 3 shows an example of the
inference space where two targets, A and B, are evaluated
and a 5-point rating scale ranging from 1 to 5 is used to
evaluate the attitude-levels. The horizontal and vertical
axes represent the attitude-levels of A and B, which are
denoted ash(A) and h(B), respectively. The inference
space consists of 25 points in this case. A certain point in
the inference space gives the attitude-levels of all targets,
A and B. For example, pointe = (4, 3) indicates that the
attitude-levels of targets A and B are 4 and 3, respectively.
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Figure 3. Inference space.

Thus, based on inference space, the determination tasks
of the attitude-levels of the targets are regarded as the
determination of one point in the inference space. The
idea of inference space was inspired in part by distribution
hyperspace [37] and its extension [38].

The inference quantum of messages giving stronger
constraints in the inference space is considered smaller
because such messages limit the inferred space to a nar-
rower region. On the other hand, the inference quantum of
messages giving weaker constraints is considered larger
because such messages allow the inferred space to be
wider. Thus, the inference quantum is expected to be
quantified using the size of the compatible regions in the
inference space with the message.

B. Formalization

As notations for inference space, the following symbols
are used.

• Target setΩ denotes the set of all targets to be
evaluated. Evaluation target sizek, which is a finite
integer greater than or equal to 1, denotes the size
of Ω.

• Evaluation scale sizeν, which is a finite integer
greater than or equal to 2, denotes the number of
points on the rating scale used for the attitude-level
evaluations. It is also written likeν point rating
scales.

• A pair of k and ν, denotedλ = (k, ν), is called
evaluation parameters.

• Inference spaceΘλ = {e1, . . . , eνk} denotes the set
of all possible attitude-levels for allk targets by
using the ν point rating scale. The elementsej ,
j = 1, . . . , νk are called points inΘλ.

Next consider a set of messagesM = {m1, . . . ,mn},
each of which is eWOM message involving subjective
rank expressions for one or more targets inΩ. The points
of Θλ compatible withmi ∈ M are denoted asri. Based
on the idea of inference spaceΘλ and compatible points
ri of Θλ, the inference quantum is defined below.

Definition (Inference Quantum)
The inference quantumQ of a messagemi ∈ M
for a message receiver with evaluation parame-

tersλ is defined by

Q(mi) = log2
∑
e∈Θλ

ηi(e) , (1)

whereηi is a function:

ηi(e) =

{
1 if e ∈ ri
0 if e ̸∈ ri .

(2)

The inference quantumQ takes an integer ranging from
0 to k log ν. Maximum valuek log ν of the inference
quantum is given to the messages that are compatible with
all of the inference space, but minimum value 0 is given
to the messages that have only one compatible point in
the inference space. The inference quantum is denoted
by Qλ when the evaluation parameters should be written
explicitly.

Based on the inference quantum, the computational rule
for predicting potency-magnitude relations between two
eWOM messages is described below.

Prediction Rule

If Q(mi) > Q(mj), bothmi andmj ∈ M give
positive support to a target∈ Ω,
thenmi ≻ mj for experts and

mj ≻ mi for novices,
wheremi ≻ mj (mj ≻ mi) denotesmi (mj)
is expected to have larger potency thanmj

(mi) with respect to the positive attitude
change in the target.

As shown in the prediction rule, potency-magnitude
relations are derived by discerning the expertise level
of the message receiver of the products. Note that the
rating scale for an inference space is determined based
on the cognitive perspective of the message receiver’s
evaluations. Therefore, it may not be compatible with
the rating scales for degree type messages because the
scales are often determined previously with some practical
conditions in the message extraction techniques. How-
ever, the identical scale should be used because when
a different scale is used, a mapping rule between the
scales has to be developed to obtain compatible regionri
with the messages. To conform the scale for the degree
type messages to the scale for the inference space, it is
necessary to previously prepare degree type messages not
in a single type rating scale but in several types and to
choose messages in a compatible type when the inference
space is determined.

C. Example

This subsection illustrates the prediction processes us-
ing two different situations of evaluation parameters,λa

and λb, as shown in Table I(a). The target set onλa

consists of A, B, and C, that is,k = 3, whereas that
on λb consists of A, B, C, and D, that is,k = 4. The
evaluation scale sizeν on λa andλb is the same value,
5. The inference space forλa contains 125 (= 53) points,
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TABLE I.
PARAMETERS AND MESSAGES INILLUSTRATIVE EXAMPLE

(a) Evaluation parameters

Target setΩ Size ofΩ Scale size
λa A, B, C k = 3

ν = 5λb A, B, C, D k = 4

(b) eWOM messages

Representations Compatible Region
m1 (A, B, non-equal gradable) h(A) > h(B)
m2 (A, , superlative) h(A) > h(∗)
m2 (A, 5, {5-point scale, 1 to 5}) h(A) = 5

“*” indicates any other target inΩ.

TABLE II.
COMPUTATIONAL RESULTS

(a) Inference quantumQ(mi) for each message

m1 m2 m3

λa 5.64 4.91 4.64
λb 7.97 6.64 6.97

(b) Potency-magnitude relations among messages

Experts Novices
λa m1 ≻ m2 ≻ m3 m3 ≻ m2 ≻ m1

λb m1 ≻ m3 ≻ m2 m2 ≻ m3 ≻ m1

so the inference quantum based onλa ranges from 0 to
3 log 5 (=6.97). On the other hand, the inference space for
λb contains 625 (= 54) points, so the inference quantum
based onλb ranges from 0 to4 log 5 (=9.29).

The eWOM messages used in this illustration are
shown in Table I(b). Messagem1 is the non-equal grad-
able type and means that the attitude-level of A is larger
than that of B. It specifies the region whereh(A) > h(B)
in the inference space. Messagem2 is the superlative
type and means that the attitude-level of A is the largest.
It specifies the intersectional region of “h(A) > h(B)”
and “h(A) > h(C)” for λa and the intersectional region
of “h(A) > h(B),” “ h(A) > h(C),” and “h(A) > h(D)”
for λb. Messagem3 is the degree type and means that
the attitude-level of A is 5 on the 5-point rating scale
ranging from 1 to 5. It specifies the region whereh(A)
= 5 in the inference space. All these messages positively
support target A, so that the prediction rule derives the
potency-magnitude relations with respect to the positive
attitude change in target A.

Table II(a) shows the calculation results of the inference
quantum of the eWOM messages. Forλa, the inference
quanta ofm1,m2, and m3 are 5.64, 4.91, and 4.64,
respectively. Forλb, the inference quanta ofm1,m2, and
m3 are 7.97, 6.64, and 6.97, respectively. Table II(b)
shows the potency-magnitude relations derived from the
prediction rule. With respect toλa, relationsm1 ≻ m2 ≻
m3 for experts and relationsm3 ≻ m2 ≻ m1 for novices
are obtained. This suggests that a promising strategy of
intelligent filtering agents to promote A is achieved by
giving priority to m1 for experts and tom3 for novices.
On the other hand, with respect toλb, relationsm1 ≻

m3 ≻ m2 for experts and relationsm2 ≻ m3 ≻ m1

for novices are obtained. This suggests that a promising
strategy of intelligent filtering agents to promote A is
achieved by giving priority tom1 for experts and tom2

for novices.
Note that a reversal phenomenon of the potency-

magnitude relations betweenm2 and m3 was observed
in the computational results, i.e., the relationm2 ≻ m3

(m3 ≻ m2) in λa is reversed asm3 ≻ m2 (m2 ≻ m3) in
λb for experts (for novices). This observation suggests that
the message receiver’s situation of evaluation parameters
may change the potency-magnitude relations. In other
words, accurate prediction of the potency-magnitude rela-
tions can not be achieved without considering the values
of evaluation parameters where the message receiver
evaluates products with eWOM messages.

V. M ATHEMATICAL PROPERTIES

This section defines three message-classes and math-
ematically investigates how the potency-magnitude rela-
tions change based on the values of evaluation parameters
k and ν. The mathematical investigations constructQ-
magnitude Relation Map (Q-Map), which (1) partitions
the space spanned byk and ν into disjoint regions such
that different regions give different magnitude-relations
of inference quanta and (2) labels the regions to give the
same label for the regions where the same magnitude-
relation holds. This section also derivesPriority Message-
Class Map (P-Map)for experts and novices by applying
the prediction rule to the Q-Map. The P-Map contributes
to develop eWOM message filtering strategies. The as-
sumptions used in this section are summarized below:

• The prediction rule is applied to an evaluation situ-
ation where a message receiver evaluates products
with eWOM messages. Therefore, to derive the
magnitude relations of the inference quanta, they are
compared on the same evaluation parameter values.
This means that when we sayQ(mi) > Q(mj),
termsQ(mi) andQ(mj) are calculated by the same
k and by the sameν.

• Each receiver has target setΩ and uses messages
for the targets inΩ to make decisions. Therefore,
all targets in all the messages to be compared are
contained in target setΩ. This means that the eval-
uation target sizek is larger than or equal to 2 on
the premise of the non-equal gradable type, which
contains two different targets at least.

A. Calculating Formula of Inference Quantum

Messagesm1,m2 and m3 used in the Section
IV example are generalized by using message-classes
M

(1,1)
type1,M

(1)
type2, andM (1)

type3, respectively:

M
(1,1)
type1 : The set of all non-equal gradable type mes-

sages that insist the attitude-level of a target
(∈ Ω) is larger than that of another target (∈ Ω).

M
(1)
type2 : The set of all superlative type messages that

insist the attitude-level of a target (∈ Ω) is larger
than those of all other targets (∈ Ω).
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M
(1)
type3 : The set of all degree type messages that insist

the attitude-level of a target (∈ Ω) is a certain
value on aν point rating scale.

As shown in these definitions, the message-classes nei-
ther depend on the target names nor on particular attitude-
levels in the degree type messages. This section does not
usem1,m2, andm3 directly, but instead uses messages
m

(1,1)
type1,m

(1)
type2, and m

(1)
type3, each of which belongs to

classesM (1,1)
type1,M

(1)
type2, andM (1)

type3, respectively. For ex-

ample, the statement “Q(m
(1,1)
type1) > Q(m

(1)
type2)” is used

to state “Q(mi) > Q(mj) for all mi ∈ M
(1,1)
type1,mj ∈

M
(1)
type2.”

The inference quanta ofm(1,1)
type1, m(1)

type2, andm
(1)
type3

are calculated from evaluation parametersk andν as the
following formulae:

Q(m
(1,1)
type1) = log

νk−1(ν − 1)

2
. (3)

Q(m
(1)
type2) = log

(
ν∑

i=1

(ν − i)k−1

)
. (4)

Q(m
(1)
type3) = log νk−1. (5)

The explanations for them are described below:
• Eq. (3): The number of compatible points with

messagem(1,1)
type1 in the inference space’s subspace

spanned by the two targets described in the message
becomes(ν2 − ν)/2 because it excludes the points
where two targets have the same attitude-level and
the points where a target has smaller attitude-levels
than another target. It is multiplied byνk−2 to
consider other dimensions that correspond to other
targets inΩ. Thenνk−1(ν − 1)/2 is obtained.

• Eq. (4): When the attitude-level of the target de-
scribed in the message takes largest valueν (i =
1), the number of compatible points with message
m

(1)
type2 in the inference space becomes(ν − 1)k−1

because the attitude-levels of other targets inΩ can
take any level less than or equal to(ν − 1). In
the same way, when the attitude-level of the target
described in the message takes valueν − 1 (i = 2),
the number of compatible points in the inference
space becomes(ν − 2)k−1. Considering fromi = 1
to ν,

∑ν
i=1(ν − i)k−1 is obtained.

• Eq. (5): The number of compatible points with
messagem(1)

type3 in the inference space’s subspace
spanned by the target described in the message
becomes1 because it specifies a single point in the
subspace. In the same way for messagem

(1,1)
type1, it

is multiplied by νk−1 to consider other dimensions
that correspond to other targets inΩ. Thenνk−1 is
obtained.

Example Simple numerical examples wherek = 2 and
ν = 5 are presented to illustrate the idea of Eqs. (3)-
(5). Three messagesm1, m2, andm3 introduced in the
previous section (Table I(b)) are used to show the number
of compatible points visually.

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

1        2        3        4         5

5 

4

3

2

1

νk-1 (ν-1)

2
=                 = 10.

The number of compatible points:

5
2-1

(5-1)

2

h（B）

h（A）

(a) Eq. (3)

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

5 

4

3

2

The number of compatible points:

h（B）

i =1

i =2

i =3

i =4

(ν-i)
k-1

i =5 (i = 1    2     3     4     5)i =1

ν

= 4 + 3 + 2 + 1 + 0

Compatible points for m1:

(A, B, non-equal gradable).

Σ

Compatible points for m2:

(A, , superlative).

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

● ● ● ● ●

1        2        3        4         5

5 

4

3

2

1

ν
k-1

= 5
2-1

= 5.

The number of compatible points:

h（B）

h（A）

(c) Eq. (5)

● ● ● ● ●

1        2        3        4         5

1

h（A）

(b) Eq. (4)

i =4i =5 (i = 1    2     3     4     5)i =1

= 10.

Compatible points for m3:

(A, 5, {5-point scale, 1 to 5}).

Figure 4. Illustrative examples (k = 2, ν = 5) for Eq. (3), (4) and (5).

(a) From Eq. (3),Q(m
(1,1)
type1) = log 52−1(5−1)

2 = log 10 is
obtained. Fig. 4(a) illustrates the number of compatible
points form1 ∈ M

(1,1)
type1.

(b) From Eq. (4),Q(m
(1)
type2) = log

(∑5
i=1(5− i)2−1

)
= log 10 is obtained. Fig. 4(b) illustrates the number of
compatible points form2 ∈ M

(1)
type2.

(c) From Eq. (5),Q(m
(1)
type3) = log 52−1 = log 5 is

obtained. Fig. 4(c) illustrates the number of compatible
points form3 ∈ M

(1)
type3.

Some propositions shown in the next section are proved
not by using inference quantumQ directly but using func-
tion E, which is defined without the logarithm function in
Eq. (1); that is,Q(·) = log2 E(·). The usage ofE works
with Lemma shown below.

Lemma
(a) Suppose two messages,mi and mj (∈ M ). If
E(mi) > E(mj) thenQ(mi) > Q(mj).
(b) Suppose two messages,mi and mj (∈ M ), such
that E(mj) ̸= 0. If E(mi)/E(mj) > 1 thenQ(mi) >
Q(mj).

Proof: (a) E(mi) > E(mj) ⇒ logE(mi) > logE(mj).
(b) E(mi)/E(mj) > 1 ⇒ log{E(mi)/E(mj)} > log 1
⇒ logE(mi)− logE(mj) > 0. 2
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B. Mathematical Propositions

Three mathematical propositions for the magnitude
relations of the inference quanta betweenm(1,1)

type1 and

m
(1)
type2, betweenm(1,1)

type1 andm(1)
type3, and betweenm(1)

type2

andm(1)
type3 are presented as follows:

Proposition 1 (Betweenm(1,1)
type1 andm

(1)
type2)

(a) Whenk = 2 andν ≥ 2, Q(m
(1,1)
type1) = Q(m

(1)
type2).

(b) Whenk ≥ 3 andν ≥ 2, Q(m
(1,1)
type1) > Q(m

(1)
type2).

Proof: (a) By substitutingk = 2 for Eqs. (3) and (4), it
is easy to confirmQ(m

(1,1)
type1) = Q(m

(1)
type2) for all ν ≥ 2.

(b) (i) By substitutingν = 2 for Eqs. (3) and (4), it is
easy to confirmE(m

(1,1)
type1) > E(m

(1)
type2) for all k ≥

3. (ii) When ν becomesν + 1, the amount of change
∆E(m

(1,1)
type1) > ∆E(m

(1)
type2) for all k ≥ 3. Thus, by

using Lemma (a),Q(m
(1,1)
type1) > Q(m

(1)
type2) for all k ≥ 3

and ν ≥ 2 follows from the principle of mathematical
induction.2

Proposition 2 (Betweenm(1,1)
type1 andm

(1)
type3)

(a) Whenk ≥ 2 andν = 2, Q(m
(1,1)
type1) < Q(m

(1)
type3).

(b) Whenk ≥ 2 andν = 3, Q(m
(1,1)
type1) = Q(m

(1)
type3).

(c) Whenk ≥ 2 andν ≥ 4, Q(m
(1,1)
type1) > Q(m

(1)
type3).

Proof: (a) By substitutingν = 2 for Eqs. (3) and (5),
it is easy to confirmQ(m

(1,1)
type1) < Q(m

(1)
type3) for all

k ≥ 2. (b) By substitutingν = 3 for Eqs. (3) and (5),
it is easy to confirmQ(m

(1,1)
type1) = Q(m

(1)
type3) for all

k ≥ 2. (c) E(m
(1)
type3) ̸= 0 allows us to consider ratio

E(m
(1,1)
type1)/E(m

(1)
type3). It is easy to confirm that the ratio

is greater than 1 for allk ≥ 2, ν ≥ 4. Thus, the statement
follows from Lemma (b).2

Proposition 3 (Betweenm(1)
type2 andm

(1)
type3)

(a) Whenk ≥ 2 andν = 2, Q(m
(1)
type2) < Q(m

(1)
type3).

(b) For all k ≥ 2, there existsν ≥ 2 such that
Q(m

(1)
type2) > Q(m

(1)
type3).

(c) For all k ≥ 2 and ν ≥ 2, Q(m
(1)
type2) − Q(m

(1)
type3)

monotonically increases inν.

Proof: (a) By substitutingν = 2 for Eqs. (4) and (5),
it is easy to confirmQ(m

(1)
type2) < Q(m

(1)
type3) for all

k ≥ 2. (b) E(m
(1)
type3) ̸= 0 allows us to consider ratio

E(m
(1)
type2)/E(m

(1)
type3) (≡ Iν). We can write ratioIν as

(ν−1
ν )k−1 + (ν−2

ν )k−1 + · · · + ( 1ν )
k−1. It is enough to

show that the sum of the first two terms of the ratio is
larger than 1 because none of the terms of the ratio take
negative values. The ratio’s first two terms, which are
(ν−1

ν )k−1 and(ν−2
ν )k−1, both monotonically increase in

ν and become 1 whenν → ∞ (They do not become
1 becauseν is finite, but tend to 1 monotonically as
g increases without limit.). This holds for allk ≥ 2.
Therefore, by taking a sufficiently largeν, we can findν
such thatE(m

(1)
type2)/E(m

(1)
type3) > 1 for all k ≥ 2. Thus,

the statement follows from Lemma (b). (c) In the same
way as (b),Iν is used. Whenν becomesν + 1, the ratio
(Iν+1) becomes( ν

ν+1 )
k−1+( ν−1

ν+1 )
k−1+ · · ·+( 1

ν+1 )
k−1.

The differenceIν+1 − Iν is larger than0 for all k ≥ 2

and ν ≥ 2 becauseIν+1 − Iν =
∑ν

i=1{
(ν+1−i)k−1

(ν+1)k−1 −
(ν−i)k−1

νk−1 }, where (ν+1−i)k−1

(ν+1)k−1 > (ν−i)k−1

νk−1 for all k ≥ 2

andν ≥ 2. Thus,Qν+1(m
(1)
type2)−Qν+1(m

(1)
type3) is larger

thanQν(m
(1)
type2)−Qν(m

(1)
type3) for all k ≥ 2 andν ≥ 2

follows from Lemma (b).2

C. Q-magnitude Relation Map (Q-Map)

The three propositions construct a Q-Map form
(1,1)
type1,

m
(1)
type2, and m

(1)
type3. Fig. 5 shows the Q-Map, which

consists of seven disjoint regions:R1, R2, . . . , R7.
RegionsR1, R2, . . . , R5 are determined by Proposi-

tions 1 and 2. For example, Propositions 1(a) and 2(a)
specify the magnitude relation of the inference quantum
for R1 (k = 2, ν = 2) as Q(m

(1,1)
type1) = Q(m

(1)
type2) <

Q(m
(1)
type3). For another example, Propositions 1(b) and

2(b) specify the magnitude relation of the inference quan-
tum forR4 (k ≥ 3, ν = 3) asQ(m

(1)
type2) < Q(m

(1,1)
type1) =

Q(m
(1)
type3).

On the other hand, regionsR6 andR7 are developed
with Proposition 3. In summary, Proposition 3 describes
the reversal phenomenon of the magnitude relation be-
tweenQ(m

(1)
type2) and Q(m

(1)
type3). Specifically, Proposi-

tions 3(a) and (b) state thatQ(m
(1)
type2) is smaller than

Q(m
(1)
type3) when ν is small (ν = 2), but there existsν

such thatQ(m
(1)
type2) is larger thanQ(m

(1)
type3) when ν

becomes large. In addition, Proposition 3(c) states that
if once Q(m

(1)
type2) becomes larger thanQ(m

(1)
type3) by

increasingν, thenQ(m
(1)
type2) never becomes smaller than

Q(m
(1)
type3) by additional increases ofν. This allows us to
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R1 : Q(m
(1,1)
type1) = Q(m

(1)
type2) < Q(m

(1)
type3)

R2 : Q(m
(1)
type2) < Q(m

(1,1)
type1) < Q(m

(1)
type3)

R3 : Q(m
(1,1)
type1) = Q(m

(1)
type2) = Q(m

(1)
type3)

R4 : Q(m
(1)
type2) < Q(m

(1,1)
type1) = Q(m

(1)
type3)

R5 : Q(m
(1,1)
type1) = Q(m

(1)
type2) > Q(m

(1)
type3)

R6 : Q(m
(1,1)
type1) > Q(m

(1)
type2) > Q(m

(1)
type3)

R7 : Q(m
(1,1)
type1) > Q(m

(1)
type3) > Q(m

(1)
type2)

Figure 5. Q-magnitude relation map (Q-Map).
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divide the region wherek ≥ 3 andν ≥ 4 into two:R6 and
R7. Note that the boundary betweenR6 andR7 (dash-line
in the figure) may have another region whereQ(m

(1)
type2)

equalsQ(m
(1)
type3). This indeterminacy disappears if it can

be proven that there is no integerk ≥ 2 andν ≥ 2, except
for k = 2 andν = 3, such thatQ(m

(1)
type2) = Q(m

(1)
type3).

At this time, it is only confirmed by computer simulation
techniques that the condition holds for all2 ≤ k ≤ 100
and2 ≤ ν ≤ 100.

Thus, the magnitude relations of the inference quanta
of the three messages consist of seven patterns, each
of which is determined by the region in the evaluation
parameter space.

D. Priority Message-class Map (P-Map)

The P-Map forM (1,1)
type1, M (1)

type2, andM (1)
type3 is obtained

by applying the prediction rule to the Q-Map with respect
to positive attitude changes in a target (∈ Ω). Only
messages that give positive support to the target are
considered when the prediction rule is applied. Figs. 6(a)
and (b) show the P-Map for experts and novices, each of
which consists of seven disjoint regions, the same as the
Q-Map.

The message-classes indicated in each region of the
P-Map are the expected classes with the largest potency
with respect to the prediction rule. For example, region
k = ν = 2 of the P-Map for experts indicatesM (1)

type3.

This means, for experts, the potency ofm
(1)
type3 exceeds

that ofm(1,1)
type1 and ofm(1)

type2. In the same way, the regions
indicating two message-classes mean that their potency is
the same and larger than the potency of messages in the
other class. The regions indicating “all,” wherek = 2 and
ν = 3 for experts and novices, mean that the potency of
messages in the three message-classes is the same.

P-Maps guarantee that no message has larger po-
tency than messages in the message-classes indicated in
the region. Thus, it is a rational filtering strategy that
gives priority to provide the messages belonging to the
message-classes shown in the P-Map’s region to which the
evaluation parameter belongs. For example, for experts
on k ≥ 3 and ν = 2, messagem(1)

type3 is given priority
to provide, in contrast, for experts onk = 2 and ν ≥ 4,
messagesm(1,1)

type1 and m
(1)
type2 are given priority. In the

same way, for novices onk ≥ 3 and ν = 2, message
m

(1)
type2 is given priority to provide, in contrast, for novices

on k = 2 andν ≥ 4, messagem(1)
type3 is given priority.

As illustrated here, message filtering strategies based
on P-Maps postulate the values of evaluation parameters,
represented byk andν, where the users evaluate products
with eWOM messages. It may be difficult to know previ-
ously the values because they depend not only on the type
and the number of products evaluated by the user but also
on the rating scale used by the user. Fortunately, the P-
Map shown in Fig. 6 suggests that there are cases in which
the exact values of the evaluation parameters don’t have to
be known. For example, for experts, not depending onk,

5 

4

3

2

(a) experts

all

(b) novices

|
|

|
|

| | |

2 3 4

| | |

2 3 4

5 

4

3

2 |
|

|
|

all

Figure 6. Priority message-class map (P-Map).

messagem(1,1)
type1 always belongs to the priority message-

classes whenν ≥ 3, and messagem(1)
type3 always belongs

to the priority message-classes whenν ≤ 3. This suggests
that we do not have to knowk whenν can be estimated.
Such analytical investigations will contribute to reduce the
preciseness requirements fork andν estimation.

VI. CONCLUSION AND FUTURE WORK

This paper presented a computational model that pre-
dicts the potency-magnitude relations of eWOM messages
involving subjective rank expressions. This paper defined
three message-classes and investigated mathematically
how the potency-magnitude relations change based on the
values of two evaluation parameters: evaluation target size
k and evaluation scale sizeν.

The mathematical investigations developed a Q-
magnitude Relation Map (Q-Map) and a Priority
Message-class Map (P-Map), which are exploited to de-
sign eWOM message filtering strategies. Message filtering
strategies based on P-Maps postulate the values of evalua-
tion parameters. This paper discussed that some analytical
investigations reduce the preciseness requirements for the
parameter estimations (Section V. D.). Future work in-
cludes further investigations and finding some observable
factors for the estimation.

The observable factors for evaluation target sizek
may be related to the products evaluated by the user. A
complex product with various specifications (e.g., digital
cameras) will provide largerk than a simple product (e.g.,
a PC mouse). In addition, the increase of the number
of product alternatives to be chosen will increasek.
According to these clues, the value ofk may be estimated
roughly. In a practical setting, a key piece of information
that enables the estimation is the content in the Web-
pages and their number that the user consults for product
comparison. For evaluation scale sizeν, on the other hand,
it may be possible to learn the relationship between the
value of ν and personal characteristics like eWOM in-
volvements and product expertise by doing examinations
presented in [36], which is also discussed in Section III.
B., on a large scale.
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The P-Maps developed in Section V can be regarded as
unexplored sub-hypotheses derived from the generalized
hypothesis described in Section II. C. Therefore, future
work must determine whether the potency-magnitude re-
lations change as the maps predict. The observation of the
reversal phenomenon is particularly important; whether
the potency-magnitude relation of the two messages is
reversed when scale sizeν becomes larger.

To obtain accurate potency predictions, not only the
inference quantum proposed in this paper but also many
other factors of eWOM messages, such as those discussed
in [39]–[41], have to be considered. The combination
of factors will determine the potency of the eWOM
messages, so these factors should be used properly for
practical prediction methods.
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