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Abstract— Electronic word-of-mouth (eWOM) is an impor-
tant information source that influences consumer product
evaluations. This paper presents a computational model
that predicts the potency-magnitude relations of eWOM
messages involving subjective rank expressions, which refer
to the linguistic representations related to the attitude-levels
of the benefits of the product attributes. The amount of
required inference for the message receiver to know the
attitude-level through the message is quantified amference
guantum by using inference spacg which is characterized
by two evaluation parameters: evaluation target size and
evaluation scale size. The computational model incorporates
the idea of inference quantum into the cognitive hypotheses
that were developed to account for the potency differences
with reference to the expertise levels - experts or novices -
of the message receiver of the products.

By applying the computational model to simple eWOM
messages, the potency-magnitude relations were observed to
depend critically on the values of the message receiver’s
evaluation parameters. This paper defines three message-
classes, which are also studied in the areas of opinion mining
and sentiment analysis, and investigates mathematically how
the potency-magnitude relations change based on the values
of the evaluation parameters.

Index Terms—cognitive modeling; attitude change; elec-
tronic word-of-mouth; ewom; social media

I. INTRODUCTION

subjective rank expressions [4]. This paper develops a
computational model of the hypotheses to apply them
to various types of messages obtained using techniques
from opinion mining and sentiment analysis [5], [6]. The
following are the contributions of this paper:

1) Modeled eWOM messages with reference to com-
prehensive message typology in the areas of opinion
mining and sentiment analysis.

Developed a computational model that predicts the
potency-magnitude relations between two eWOM
messages involving subjective rank expressions.
Investigated mathematically how the potency-
magnitude relations change based on the values of
the message receiver's evaluation parameters.

Although the former two contributions were previously
presented [7], this is the first appearance for the last
contribution (Section V.). In addition, this paper includes
four minor modifications from previous work: (1) the idea
of “attitude” [8], [9] is incorporated into the definition
of subjective rank expressions to clarify the meaning of
the “levels” of consumer evaluations (Section Il. A.); (2)
detailed descriptions of the research background are given
(Sections II. B. and C.); (3) the inference quantum is
redefined based on the idea of entropy in the inference
spaces (Section IV. B.); and (4) computational examples

2)

3)

In recent years, there has been a focus on electronige yeyised so that two cases with different values of

word-of-mouth (eWOM) as the information source that
influences consumer product evaluations [1]-[3]. eWOM

evaluation parameters can be compared (Section IV. C.).
In the following, Section Il describes the background

messages refer to statements that are posted electronically e cyrrent research. Section Il develops the models
in social media such as bulletin boards on the Web. Ther o\wom messages involving subjective rank expres-
content includes other consumers’ product evaluations andons  section IV formalizes the computational model

recommendations based on their own experiences angq

illustrates the prediction processes with example

preferences. What kinds of eWOM messages have larggessages. Section V investigates mathematically how the
potency on the product evaluations made by the consumey,tancy.magnitude relations change based on the values

who is exposed to the messages? If we can predict g e\ aiuation parameters. Section VI concludes the paper
potency on an individual basis, then it will be possible to,,4 describes the future work.

create an intelligent agent to selectively provide effective

statements to individual consumers from among the huge I

volumes of diverse eWOM messages on the Web. These o ' )

kinds of intelligent agents would increase opportunities to: Subjective Rank Expressions

use eWOM messages and could be expected to promoteResearch on word-of-mouth (WOM) communication,

interactions between consumers via the Web. which Arndt defined as the oral person-to-person com-
The author previously proposed cognitive hypothesesnunication between a receiver and a communicator that

that account for the potency differences in two types the receiver perceives as non-commercial [10], has been

comparisonand degree- of eWOM messages involving conducted for many years [11]. It ranges from the motives
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for the communications [12], [13] to the effects on 1
receivers’ purchase decisions [14], [15]. Recently,
widespread penetration of social media has increi
interest in eWOM communication researches (e.g., [
[17]) that differ from traditional WOM researches in tt
they focus on the more detailed aspects of the informe
content [1], [3].

Lee et al. introduced a differentiation between objec
attributes such as size and weight and subjective attrit
such as color and shape [1]. Park et al. divided eW
messages on product attributes into two types, whick
“attribute-centric” and “benefit-centric,” and verified tl
differences in the potency of these two types [3].
contrast, this paper focuses @mbjective rank expres
sions which are related closely to researches in opir
mining and sentiment analysis. Here, subjective rank
pressions refer to the linguistic representations relate
the attitude-levels of the benefits of the product attribt
[4]. A benefit and product attribute pair to be evalua
is called “target” in this paper. The attitude-levels o
target means its ranks or grades with respect to pers
attitudes [8], [9]. Thus, subjective rank expressions fa
on the benefits and the product attributes that are ust
two basic elements to represent product evaluations k
on the perspectives in consumer behavior research
[19]. The idea of subjective rank expressions is show
Fig. 1, including similar content from previous researct

Regarding the benefits, this research examined
types of subjective rank expressions: comparison
degree [4], where the former describes the result:
comparisons with other benefits and the latter dire
describes the rank of benefits using adjectives and
verbs. A typical example of the comparison type it
message like “The touch panel LCD of product X
easier to use than that of product Y,” which claims t
this attribute of X is rated higher than that of Y wi
respect to the benefit; easy to use. On the other h
a typical example of the degree type is a message

Park et al. [3]
Leeetal. [1] N
A r N\
r N e,
Objectivity Comparison
Benefits
Product
attributes of the
o attributes
Subjectivity Degree

Subjective rank expressions

Figure 1. Subjective rank expressions and related work.

positively and the latter changes them negatively [21],
[22]. This paper focuses on positive potency because
one aim of this research is to develop intelligent agents
that selectively provide eWOM messages to increase
consumer purchase intention.

Some psychological measurements of attitude change
are often used to determine the potency of eWOM mes-
sages (e.g., [1], [3]). Such measurements are also used in
the area of persuasion research [8], [23], which is closely
related to advertising and word-of-mouth researches. In
persuasion researches, the term “persuasiveness” is often
used instead of potency. The difference between persua-
siveness and potency is the presence or absence of a
goal and the intention to reach the goal of the message
providers; i.e., the term persuasiveness postulates such a
goal but the term potency does not.

B. Cognitive Hypotheses

The cognitive hypotheses proposed in [4] focus atten-
tion on how much inference is required for the message
receiver to know the author’s attitude-level of the targets
through the message. Since consumers with high expertise
in the products are likely to infer based on their own
knowledge, they are expected to prefer comparison type
in which the attitude-level is not written explictly and
leaves room for personal determinations. In contrast, since

“The touch panel LCD of product X is incredibly easy to consumers with low expertise are likely to dislike such
use,” which claims the attribute of X is rated high with inferences, they are expected to prefer the degree type in
respect to the benefit. Since both messages are concerngtlich the attitude-level has already been determined by
with the attitude-levels of product attributes for a benefit,the author so that the evaluation can be directly obtained
they involve subjective rank expressions. As shown in thdy the message. Thus, the following hypotheses were
example messages, eWOM messages involving subjectiyoposed [4].

rank expressions contain not only information connecting Hypothesis A: For consumers with high expertise,
attributes to benefits but also information related to the comparison type eWOM messages for targets
authors’ attitude-levels of the benefits of attributes. has larger potency on the evaluation of the

The “potency” of eWOM messages in this paper relates targets than degree type eWOM.
to the attitude change in the product evaluations when the Hypothesis B: For consumers with low expertise, de-
receiver is exposed to the message. Messagkas larger gree type eWOM messages for targets has larger
potency thanm, when the degree of the attitude change potency on the evaluation of the targets than
by m; is larger thanm,. The potency depends not only comparison type eWOM.
on the message content but also on the characteristidhese hypotheses were supported by hypothesis testing
of the message receivers and of the evaluated productsn the dataset collected from a questionnaire survey
so a different person as well as a different product maydministered to one hundred and fifty two undergraduate
give different potency with respect to the same messagstudents [4].
content [20]. There are two types of potency: positive A theoretical background of the hypotheses is the
and negative. The former changes the product evaluatiorteeory of implicit conclusions[24]-[26], which was de-
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veloped mainly to account for the persuasiveness of
o ; ; i eWOM
advertlsllng._ F“or example, a typical ad _Wlth an explicit i =0 Providing statements
conclusion is “Now That You Know the Difference, Shave database | iyen in having larger potency
With Edge — The Disposable Razor That is Best fo. T~/ natural language %
—>

01 Filtering
| ewoM
i | messages

You.” A typical one with an implicit conclusion is “Now | o2 agent
That You Have the Facts, Decide for Yourself Which | 3
Toothbrush You Should Buy,” as introduced in [24]. It | 7
states that ads with implicit conclusions are expected t —3—
be persuasive when the audience is highly involved in th | Message

Potency-
magnitude
relations

Computational
model

products instead of being lowly involved. Sawyer et al L extractor | 1
explained the persuasiveness as follows [25]: “Perhaps tl by OM/SA Evaluation situations |
most important reason is that the absence of any obviol techniques Scope of current research

conclusion may lead a motivated audience to try to infe

one. - - - Attitudes resulting from effortful self-generated Figure 2. lllustrative application of computational model.

conclusions should be more positive than attitudes resu
ing from less effortful processing of conclusions explicitly
provided in a message and more accessible and persist
over time.” The theory of implicit conclusions was em-
pirically supported [25], [26] and extended from wider
viewpoints such as attention for visual material [27] anc
missing attributes [28].

The cognitive hypotheses [4] can be viewed as on
application of the theory of implicit conclusions and, in
that sense, are characterized from two aspects. First, t
hypotheses focus on the inference of the author’s attitud

hypotheses to be very generalized. The purpose of the
current research is to achieve generalization by developing
a computational model that measures the amount of
required inference (Q) for such various messages. The
generalized hypothesis becomes the following: for any
two eWOM messages:; and m;, if Q(m;) > Q(m;)
then m; has larger potency tham,; for experts and,
conversely;n; has larger potency tham, for novices.
Fig. 2 shows an illustrative application of the com-
levels toward targets through messages and regard tputational mOd(?l and the scope of this research. In the
figure, the filtering agent selects the eWOM statements

attitude-levels as “conclusions.” Second, the hypothes&b d th ‘ itud lati ted f
incorporate the expertise of message receivers insteg ased on the potency-magnitude refations generated from

of their involvement, which is a motivational parametertﬁe computational model, which is the main topic of

used by the message receiver to infer the conclusions. &Q'Stﬁapevr\'/OT,a otbttaln thte pofct(incyjmagrgltudlel relations
Chebat et al. suggested, both expertise and involveme f the € statements written In natural fanguage,

should be considered to obtain accurate potency predié-e message extract'or constructed py opinion mining
tions [29]. However, this paper only considers expertiseand sentiment analysis (OM/SA) techniques extracts sub-

because it is not so difficult to extend the idea withJeCt'Ve messages, which are the eWOM messages in

expertise only to the one with both factors by assumin he figure, a_?hdeflnrl]te shapes from lthe galt ural Ianguaghe
no interaction effect between them. tatements. Then the computational model generates the

Expertise of products has various aspects, or dimerpotency—magnitude relations on the messages based on the

sions [18], and is measured in various ways. For ex(,jlmpleevaluation situations of the user. Although both positive
’ ind negative eWOM statements exist when they are

Park et al. used the number of correct responses ) thered th h ol medi | itivel lated
guestions about the products and performed<';1median—sp‘f3ff1 ered through social media, only positively evaluate

technique to divide consumers into experts and novice%:essagehS for.p:odtgcts afre s<talected and Auseg to Pr OThOte
[3]. As another example, the author defined expertise witl). € purchase intention of systém users. As shown in the

respect to having/not having an experience of purchasin gure, thg scope of this research does not directly include
products, where expert and novice refer to having an € techniques in the area of OM/SA. However, OM/SA

not having [4]. At a more practical setting for intelligent research is closely related to my current research because

agents, expertise may be determined with keywords OWe formats qf the messages should be determined based
bookmarks used or possessed by users. on the techniques.

C. Research Purpose IIl. M ESSAGEMODELING

Previous work [4] focused on two message types: com
parison and degree; but subjective rank expressions shouldTwo of the most fundamental categories for human
have a wide variety of message subtypes. For examplepinion are comparative and direct [6]. A direct opinion
gradable comparatives are classified into three subtypeexpresses a subjective idea on a single object, while a
non-equal gradable, equative, and superlative [30]. Theomparative opinion expresses a relation of differences
similarity or difference between two objects may generater similarities between two or more objects and/or object
other subtypes, as shown in [31]. In addition, there may bgreferences of the opinion holder. Comparatives are clas-
messages in which two or more types are combined. Suddified into four subtypes: non-equal gradable, equative,
a wide variety of message types requires the cognitiveuperlative, and non-gradable [30].

A. Comparison Type
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Based on the subtypes of the comparatives, the eWONbllows:
messages in the comparison type c?f the subjective rank (target, level, scalelnfo
expressions are modeled as follows:
where target is a set of the pairs of a benefit and a
product attribute andevel is the attitude-level based on
wheretargetl and target2 are the sets of the pairs of a scalelnfqg which is the specifications of the multi-point
benefit and a product attribute atypeis one of the three rating scale used. The specifications include the number
subtypes: non-equal gradable, equative, and superlativef points on the rating scale and, if required, the polarity
For the non-equal gradable (equatitg)e the messages that each point belongs. Five-point Likert type scales,
insist that the attitude-levels tdrgetlare larger than (are which are often used in psychological experiments, are
equal to) those ofarget2 For the superlativaype the one alternative for the rating scales. In the case, the
messages insist that the attitude-leveldasfietl are the number of points on the rating scales is five and points
largest among all other targets to be evaluatedget2 1, 2 belong negative, 3 belongs neutral, and 4, 5 belong
is omitted. The parametetype excludes non-gradable positive attitude.
from its values because non-gradable does not addressThe granularity of the multi-point rating scale has
the attitude-levels of targets. variations. Pang et al. discussed a reasonable classification

The message model proposed here may be obtained lgyanularity to determine other persons’ evaluations by
adjusting Jindal's message model using five parametersising Internet movie reviews [36]. They examined pairs
relationWord, features, entityS1, entityShdtype[30].  of reviews extracted from the review set to determine
Parameterdeatures, entitySland entityS2 are related whether the first review in each pair was more positive
to targetl and target2 in the proposed model, while than, less positive than, or as positive as the second. They
parametertype is the same in both models. Parameterconcluded that the reasonable scale size, which is the
relationWordtakes a keyword such asr or exceedthat  number of points on the rating scale, is not so large and
is used to express a comparative relation in a sentencks four or five. As they discussed, much finer-grained may
Although the proposed model does not contain parametarot be reasonable when no information exists to discern
relationWord the benefits intargetl and target2 may  such finer-grained levels in the message texts. There
contain a piece of the parameter information when it hagnay not be enough text samples to create classification
beneficial words such as easier and lightest. rules with finer-grained scales using machine learning

Note that, although the message model proposed hetechniques. The granularity of the multi-point rating scale
is similar to the Jindal's model in the appearance, theys determined practically by considering such properties
are different in the semantics of the comparison. That ispf the message texts.
the message model proposed here compares the attitude-
levels of targets whereas the Jindal's model compares IV. COMPUTATIONAL MODEL
certain features like Igngth and size of entities. Thereforey  gasic Idea
they may generate different structures of the comparative

relations. For example, for digital cameras, a messagsafIn the c_omputa:!?ngl mot(:fI],( the amounttof '(/tlaquwed
like “The start up time of X is longer than that of Y. inference 1S quantiied as theference quantumivies-

constructs the relation % Y with respect to the length sages explicitly containing an attitude-level enable it to be

of time by the Jindal's model whereas it constructs theo_btained directly, and thus they require no inference; the

relation X < Y with respect to the attitude-levels by the size of inference quantum is 0. Since messages containing

proposed model (Shorter is better in this case.). The issu%nly comparative relations of the attitude-levels require
described here is also discussed in [32], [33] some inference to obtain the levels, the inference quantum

is not O but has a certain value. The inference quantum
does not postulate the levels contained in a single message
B. Degree Type but postulates the set of the levels of all targets to be
One typical problem in the research area is polarityevaluated. Therefore, the computational model incorpo-
detection that classifies an online review as positive orates the idea ahference spacéhat contains all possible
negative at a document level [34] or a sentence level [35Jattitude-levels inferred by the message receiver.
Recently, the rating-inference problem is also studied to The dimensions of the inference space correspond to
classify not into two classes, positive or negative, but intahe targets to be evaluated. Fig. 3 shows an example of the
fine-grained rating classes (e.g., one to five “stars”) [36]inference space where two targets, A and B, are evaluated
Rating-inference tasks determine an author’'s evaluatioand a 5-point rating scale ranging from 1 to 5 is used to
from the review texts with respect to a multi-point rating evaluate the attitude-levels. The horizontal and vertical
scale, which is a kind of ordinal scale. The latent messagaxes represent the attitude-levels of A and B, which are
models that the tasks postulate appear to have thredenoted ash(A) and h(B), respectively. The inference
elements: an evaluated object, its rated level, and a multspace consists of 25 points in this case. A certain point in
point rating scale for the evaluation. the inference space gives the attitude-levels of all targets,
Based on this idea, the eWOM messages in the deA and B. For example, point = (4, 3) indicates that the
gree type of subjective rank expressions are modeled agtitude-levels of targets A and B are 4 and 3, respectively.

(targetl, target2, type
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ters \ is defined by
Q(mi) =log, > mile) @

ecOy

wheren; is a function:
1 ifeer;
ni(e) = { 0 ifedr; . (2)

The inference quantui® takes an integer ranging from
0 to klogr. Maximum valueklogv of the inference
guantum is given to the messages that are compatible with
Figure 3. Inference space. all of the inference space, but minimum value 0 is given
to the messages that have only one compatible point in
the inference space. The inference quantum is denoted
Thus, based on inference space, the determination task¥ @ when the evaluation parameters should be written
of the attitude-levels of the targets are regarded as thexplicitly. _ _
determination of one point in the inference space. The Based on the inference quantum, the computational rule
idea of inference space was inspired in part by distributiorfor predicting potency-magnitude relations between two
hyperspace [37] and its extension [38]. eWOM messages is described below.
The inference quantum of messages giving stronger
constraints in the inference space is considered smaller Prediction Rule
because .fsuch messages limit the mferred space to a nar- If Q(mi) > Q(m;), bothm, andm, € M give
rower region. On the other hand, the inference quantum of L
- : . . positive support to a target €2,
messages giving weaker constraints is considered larger
. thenm, > m; for experts and
because such messages allow the inferred space to be f ;
wider. Thus, the inference quantum is expected to be i #- mmi T0r NOVICES,
: ' wherem; > m; (m; > m;) denotesn; (m;)

guantified using the size of the compatible regions in the is expected to have larger potency than

inference space with the message. (m;) with respect to the positive attitude
change in the target.

Attitude-levels of B (h(B))

1 2 3 4 5
Attitude-levels of A (h(A))

B. Formalization
_ i _ As shown in the prediction rule, potency-magnitude
As notations for inference space, the following symbols;g|ations are derived by discerning the expertise level
are used. of the message receiver of the products. Note that the
« Target set(2? denotes the set of all targets to berating scale for an inference space is determined based
evaluated. Evaluation target sizewhich is a finite  on the cognitive perspective of the message receiver's
integer greater than or equal to 1, denotes the sizevaluations. Therefore, it may not be compatible with
of Q. the rating scales for degree type messages because the
» Evaluation scale size, which is a finite integer scales are often determined previously with some practical
greater than or equal to 2, denotes the number ofonditions in the message extraction techniques. How-
points on the rating scale used for the attitude-levekver, the identical scale should be used because when
evaluations. It is also written likes point rating a different scale is used, a mapping rule between the

scales. scales has to be developed to obtain compatible region
» A pair of k£ and v, denoted\ = (k,v), is called with the messages. To conform the scale for the degree
evaluation parameters. type messages to the scale for the inference space, it is
« Inference spac®, = {e1,...,e,} denotes the set necessary to previously prepare degree type messages not

of all possible attitude-levels for alt targets by in a single type rating scale but in several types and to
using ther point rating scale. The elements, choose messages in a compatible type when the inference
j=1,...,v" are called points ir©,. space is determined.

Next consider a set of messagks= {mi,...,my},
each of which is eWOM message involving subjectiveC. Example
rank expressions for one or more target$linThe points
of ©, compatible withm; € M are denoted ag;. Based
on the idea of inference spaé®, and compatible points
r; of ©,, the inference quantum is defined below.

This subsection illustrates the prediction processes us-
ing two different situations of evaluation parametexs,
and )\,, as shown in Table I(a). The target set ap
consists of A, B, and C, that i3 = 3, whereas that
Definition (Inference Quantum) on )\, consists of A, B, C, and D, that i%; = 4. The
Theinference quantuny of a messager; € M evaluation scale size on \, and ), is the same value,
for a message receiver with evaluation parame5. The inference space foy, contains 125+ 53%) points,
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TABLE I.

PARAMETERS AND MESSAGES INILLUSTRATIVE EXAMPLE m3 = me for experts and relationsw, = m3z > my

for novices are obtained. This suggests that a promising

(a) Evaluation parameters strategy of intelligent filtering agents to promote A is

Target se) | Size ofQ} | Scale size achieved by giving priority tan; for experts and tons
Aa A'B,C k=3 s for novices.
A | ABCD k=4 v Note that a reversal phenomenon of the potency-

magnitude relations between, and ms; was observed
in the computational results, i.e., the relationn, > ms

(b) eWOM messages

Representations Compatible Region . . .
my (A, B, non-equal gradable) h(A) > h(B) (ms = mg) in )\, is reversed asiz > mqy (Mg > ms) in
P (A, , superlative) R(A) > h(*) X\, for experts (for novices). This observation suggests that
ma | (A, 5, {5-point scale, 1 to p) R(A) =5 the message receiver’s situation of evaluation parameters

may change the potency-magnitude relations. In other
words, accurate prediction of the potency-magnitude rela-
tions can not be achieved without considering the values
of evaluation parameters where the message receiver
evaluates products with eWOM messages.

“*" indicates any other target if.

TABLE II.
COMPUTATIONAL RESULTS

(a) Inference quantur®(m;) for each message

mi | m2 | ms3 V. MATHEMATICAL PROPERTIES
Ao | 5.64 | 491 | 4.64 . . .
N 797 664 6.97 This section defines three message-classes and math-

ematically investigates how the potency-magnitude rela-
tions change based on the values of evaluation parameters
k and v. The mathematical investigations constrigt
magnitude Relation Map (Q-Mapyvhich (1) partitions

the space spanned liyand v into disjoint regions such
that different regions give different magnitude-relations
of inference quanta and (2) labels the regions to give the
so the inference quantum based pnranges from 0 to same label for the regipns where.the. same magnitude-
3log5 (=6.97). On the other hand, the inference space foFGIat'On holds. This section also derlvléspnty Messagg-

Ay contains 625 4 5%) points, so the inference quantum Class Map (P-MapJor experts and novices by applying

based on\, ranges from O totlog 5 (=9.29). the prediction rule to the Q-Map. The P-Map contributes

The eWOM messages used in this illustration areto develop eWOM message filtering strategies. The as-

: : sumptions used in this section are summarized below:
shown in Table I(b). Message, is the non-equal grad- - : . . .
able type and means that the attitude-level of A is larger ° The prediction rule is applied to an evaluation situ-
than that of B. It specifies the region wheréd) > h(B) at.IOI”I where a message receiver evaluates _products
in the inference space. Message, is the superlative with ?WOM messages. '!'herefore, to derive the
type and means that the attitude-level of A is the largest. magnitude relations of the mfere;nce quanta, they are
It specifies the intersectional region oh(A) > h(B)” compared on the same evaluation parameter values.

“ " : : : This means that when we say(m;) > Q(m,),
and “h(A) > h(C)” for )\, and the intersectional region J
of “h(A) > h(B)” “h(A) > h(C)” and “h(A) > h(D)" termsQ(m;) andQ(m;) are calculated by the same

for \,. Messagems is the degree type and means that k and by the same.

the attitude-level of A is 5 on the 5-point rating scale ° Each receiver has target sﬁtanq Uses messages
ranging from 1 to 5. It specifies the region whérA) for the targets inQ2 to make decisions. Therefore,

= 5 in the inference space. All these messages positively all tar_gets n all the messages to be compared are
support target A, so that the prediction rule derives the conjamed n ta.rget.sét. This means that the eval-
potency-magnitude relations with respect to the positive uation target sizé: is larger than or equal to 2 on
attitude change in target A. the premise of the non-equal gradable type, which

. . contains two different targets at least.
Table ll(a) shows the calculation results of the inference g

guantum of the eWOM messages. Pqy, the inference A. Calculating Formula of Inference Quantum
guanta ofmg,my, and mz are 5.64, 4.91, and 4.64,

respectively. For\,, the inference quanta of,, ms, and

(b) Potency-magnitude relations among messages

Novices
ms3 > ma > M1
ma > M3 > mi

Experts
Aa mi > M2 > ms
b | M1 = m3 = ma

Messagesmi,me and ms used in the Section

ms are 7.97, 6.64, and 6.97, respectively. Table II(b)IV example are generalized by using message-classes

shows the potency-magnitude relations derived from th
prediction rule. With respect ta,, relationsm; > msq >
mg for experts and relationsis > mo > m; for novices

are obtained. This suggests that a promising strategy of

intelligent filtering agents to promote A is achieved by
giving priority to m; for experts and tong for novices.
On the other hand, with respect g, relationsm; >

©2012 ACADEMY PUBLISHER
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typel>

M(lﬂl)

M)

1
and Mt(w)jeg,

type2s respectively:

: The set of all non-equal gradable type mes-
sages that insist the attitude-level of a target
(e Q) is larger than that of another target (2).

: The set of all superlative type messages that
insist the attitude-level of a target (?) is larger
than those of all other targets (2).

typel

ype2
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Mt(uge?, The set of all degree type messages that insist h“?‘;
the attitude-level of a target(1) is a certain
value on av point rating scale. ¢

As shown in these definitions, the message-classes nei s

l—— Compatible points for m;:
(A, B, non-equal gradable).

The number of compatible points:

. . _ 2-1
ther depend on the target names nor on particular attitude- oD 57D _ g,
levels in the degree type messages. This section does nc 2 2
usems, mo, andms directly, but instead uses messages Lo
my . mi) o, andmy.) ., each of which belongs to ‘ @ Eq.)
classes\/{,’!;, M) ,, and M) ., respectively. For ex- )
ample, the statemen'Q(mgple)l) > Q(mi;)m) is used 5 L S
. (1,1) —,—— Compatible points for m,:
to state Q(m;) > Q(m;) forall m; € My, m; € 4 L (A, , superlative).
Mt(;;))eQ » s o ,’3 o1l Thevnumbez (;f compatible points:
1 =. k-

The inference quanta ofii..";, mi}) ,, andms, . oLl . gll(v'l) =4+3+2+140
are calculated from evaluation parametkrandv as the Sl = (=12 3 45
following formulae: B AR S R ) =10.

k—1
(L) _ v —1) (b) Eq. (4)
Q(mtypel) - log 2 : (3) h(B)A _
1 v ’ ¢ * ¢ ¢ | —— Compatible points for m;:
Q(mgy;ez) = log Z(V — i)k_l . 4) X . I (A, 5, {5-point scale, 1 to 5}).
i=1 ; The number of compatible points:
Q(mE;L"LB) = log Vk_l ° (5) » ' ' ’ ’ Vkil = 5271 =35.
The explanations for them are described below: ’ I
« Eq. (3): The)number of compatible points with A —57<A)
messagemt .1 in the inference space’s subspace © Eq. (5)

spanned by the two targets described in the message
becomes(v? — v)/2 because it excludes the points Figure 4. lllustrative examples:(= 2, v = 5) for Eq. (3), (4) and (5).
where two targets have the same attitude-level and
the points where a target has smaller attitude-levels
than another target. It is multiplied by*~2 to  (a) From Eq. (3)Q(mgpl€1) = logw =log10 is
consider other dimensions that correspond to othepobtained. Fig. 4(a2 illustrates the number of compatible
targets inQ2. Thenv*~1(v — 1)/2 is obtained. points form, € Mtypel

o Eg. (4): When the attitude-level of the target de- (1) _ 5 21
scribed in the message takes largest valug = (b) From Eg. (4), Q(mt@/?’e2) log (Z’ 15 -19) >
1), the number of compatible points with message log 10 is obtained. Fig. 4(b) illustrates the number of

(1)
mg;ez in the inference space becomgs— 1)*~! compatible points fomy € My, .

because the attitude-levels of other target€igan () From Eq. (5),Q(m!,) ;) = log5>' = log5 is

take any level less than or equal fo — 1). In  obtained. Fig. 4(c) illustrates the number of compatible
the same way, when the attitude-level of the targepoints forms € Mt( )

e3*
described in the message takes value 1 (i = 2), v
the number of compatible points in the inference
space becomeg’ — 2)*~'. Considering from = 1 Some propositions shown in the next section are proved
tov, Yr_,(v—1i)k~1 is obtained. not by using inference quantué directly but using func-

« Eq. (5): The number of compatible points with tion £, which is defined without the logarithm function in
messagent pe3 N the inference space’s subspaceEq. (1); that is,Q(-) = log, E(-). The usage ofs works
spanned by the target described in the messageith Lemma shown below.
becomesl because it specifies a single point in the
subspace. In the same way for messa@ﬁéplgl, it Lemma
is multiplied by »*~! to consider other dimensions (a) Suppose two messagesy;, and m; (€ M). If
that correspond to other targets@h Thenv =1 is  E(m;) > E(m;) thenQ(m;) > Q(m;).
obtained. (b) Suppose two messages,; and m; (¢ M), such

that E(m;) # 0. If E(m;)/E(m;) > 1 thenQ(m;) >
Example Simple numerical examples wheke= 2 and ~ Q(m;).
v = 5 are presented to illustrate the idea of Egs. (3)-
(5). Three messages.;, m2, andms introduced in the Proof: (a) E(m;) > E(m;) = log E(m;) > log E(m;).
previous section (Table I(b)) are used to show the numbet) E(m;)/E(m;) > 1 = log{E(m;)/E(m;)} > log1
of compatible points visually. = log E(m;) —log E(m;) > 0. O
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B. Mathematical Propositions

relations of the inference quanta betwe;elﬁyp61

the statement follows from Lemma (b). (c) In the same

Three mathematical propositions for the magnitudeVay as (b).[, is usedk \4Vhen/ t:l)ekcolmes/+1 tlhe {atl'o
LD gnd (Lus1) becomeq 5 )M+ (L) 7+ 4+ (517)

v+1

- >
mg . betweerm(l 1) andm§1)63, and betweemgl)ez The differencel, .1 — I,, is larger than0 1281161”1)]’? > 2
upesly up vp andz/ > 2 becausel, ;1 — I, = Y./_ 1{ =T

andm,,.; are presented as follows: (=) 1= (i) (1)

Proposition 1 (Betweemg;}gl and m(i;)eg)

(a) Whenk =2 andv > 2, Q(mtype)l) Q(mg) 02)-
(b) Whenk > 3 andv > 2, Q(m{, ")) > Q(m!,) ).

} where
andv > 2. Thus Qu+1(mz(5y e2)

thanQ (mtype2)
follows from Lemma (b).O

(vF1)F—1 oE—1

Proof: (a) By substltutln = 2 for Eqs (3) and (4), it C. Q-magnitude Relation Map (Q-Map)

is easy to confirng)( mt pel mtyp&) forall v > 2.
(b) (i) By substitutlngu =2 for Egs. (3) and (4), it is

; (1,1) (1) m. ,
gasy 10 CONAME(my 1) > Elmyy,e;) forall k = o fed 50 e disjoint region®y, Ro, . . .,

Regions Ry, Rs, . . .,

3. (i) When v becomesr + 1, the amount of change
AE(mt;plc)l) > AE(mE;L&) for all k& > 3. Thus, by

using Lemma (a)Q(mE;pl(,l) > Q(mfypﬁ) forall k >3

The three proposmons construct a Q-Map an
and mtype3. Fig. 5 shows the Q-Map, WhICh

Ry.

and v > 2 follows from the principle of mathematical for Ry (k = 2,v = 2) as Q(m (1,1) ) = Q(m(l)
- typel) — type2

forall £k > 2

Ql,H(mS/)peS) is larger
Q. (mtypeg) forall £ > 2 andv > 2

Rs are determined by Proposi-
tions 1 and 2. For example, Propositions 1(a) and 2(a)
specify the magnitude relation of the inference quantum

induction.O

(1,1)

Proposition 2 (Betweenm,, ./,

(b) Whenk > 2 andv = 3, Q(m

(c) Whenk > 2 andv > 4, Q(mtwe1

Proof: (a) By substitutingy = 2 for Egs. (3) and (5),

1
i)
(2) Whenk > 2 andv = 2, Q(mty},

) > Q(mtypeB)

Q(mfk;) .3). For another example, Propositions 1(b) and
2(b) specify the magnitude relation of the inference quan-
tum for Ry (k > 3,v = 3) asQ(mE;LEQ) < Q(mg;}gl) =
QMiypes)-

On the other hand, region8s and R, are developed
with Proposition 3. In summary, Proposition 3 describes
the reversal phenomenon of the magnitude relation be-
tween Q(mtyPEQ) and Q(mwpes) Specifically, Proposi-

it is easy to confirmQ(my, ")) < Q(m}).,) for all
k > 2. (b) By substitutingr = 3 for Eqs( )(3) and (5),
1

it is easy to confier(mgypel) = Q(my,,.3) for all Q(

k> 2. (c) E(mgpcg) # 0 allows us to consider ratio

E(m E;pl(,l)/E( typpg) It is easy to confirm that the ratio

is greater than 1 for alt > 2, v > 4. Thus, the statement
follows from Lemma (b).C

tions 3(a) and (b) state th&p(mg;ﬁ) is smaller than
;) whenv is small ¢ = 2), but there exists

such thatQ(mtyPSZ) is larger thanQ(mtype?,) when v
becomes large. In addition, Proposition 3(c) states that
if once Q(mg;d) becomes larger than)(mg;e?)) by
increasing, thenQ(mf;;(,Q) never becomes smaller than

Q( .3) by additional increases of. This allows us to

Proposition 3 (Betweenmg?llzm2 and mgzmg)
(@) Whenk > 2 andv = 2, Q(mg;ﬁ) < Q(mg;e?)) A
(b) For all & > 2, there existsy > 2 such that < R,
QmY) ) > Q(mi). ). > R I
(c) For allk > 2 andv > 2, Q(m{}) ) — Q(m{h).5) 3.0
monotonically increases in. g

E31 Ry R,
Proof: (a) By substitutingr = 2 for Egs. (4) and (5), ?
it is easy to confier(mt;;PQ) < Q(mtglj;(,g) for all B2y Ifi ’ 62 —

2 3 4 5

k> 2. (b) E(mtypeg) # 0 allows us to consider ratio

E(m typ62)/E( types) (= I) We can write ratiol, as
(LRt (2R o (DR It is enough to
show that the sum of the first two terms of the ratio is
larger than 1 because none of the terms of the ratio take
negative values. The ratio’s first two terms, which are
(1)1 and (2)k~1, both monotonically increase in
v and become 1 wherr — oo (They do not become
1 becausev is finite, but tend to 1 monotonically as
g increases without limit.). This holds for ali > 2.
Therefore, by taking a sufficiently large we can findv
such thatE(mtypd)/E(mty;e?)) > 1 forall k > 2. Thus,
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Evaluation target size (k)

(1,1) (1) (1)

Ri: Q(miy))=Q(m) ) <Q(m) ;)
Ry: Q(m{l) ) <Qm{)) <Q(mi)) )
Rs: Q(m{l))=Q(m) ,)=Qml) )
Ri: Qm{) ) <QmY)=Q(md) )
Rs: Q(miy)) =Q(m) ) >Q(mi) 2)
Ro: Q(m{)))>Qm) ,)>Q(mi)) )
Rr: Qm{il) >Qum) ) >Qmi) )

Figure 5. Q-magnitude relation map (Q-Map).
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divide the region wheré > 3 andv > 4 into two: Rgand ~ ~ 4 . v4

R7. Note that the boundary betweély and R; (dash-line 5| D S| IO

in the figure) may have another region whe}éms, ) ,) M o |

equalsQ(my,),.5). This indeterminacy disappears if it can , |m!) , Mg [ S M,

be proven that there is no integee> 2 andv > 2, except '

for £ =2 andv = 3, such tha@(mg;mz) = Q(mg;e?)).

At this time, it is only confirmed by computer simulation * | @ ‘]\[t(;]l)l M) P M)

techniques that the condition holds for all< £ < 100 30D

and2 < v < 100. Y DV I A Y
Thus, the magnitude relations of the inference quan | ; . o Mipea| 7 .

of the three messages consist of seven patterns, e 2 3 4 k 2 3 4 k

of which is determined by the region in the evaluatiol (a) experts (b) novices

parameter space.
Figure 6. Priority message-class map (P-Map).

D. Priority Message-class Map (P-Map)

The P-Map foth(l’l)l, Mt(l) 2 anth(l) 3 IS obtained
- ion rule a0 wi classes whem > 3, and message:!!) . always belongs

by applying the prediction rule to the Q-Map with respec whewr = 3, 082y pe3 y g
to positive attitude changes in a target (). Only to the priority message-classes wher 3. This suggests

messages that give positive support to the target ¢ that we do not have to know whenw can be estimated.
considered when the prediction rule is applied. Figs. 6(. Such analytical investigations will contribute to reduce the

and (b) show the P-Map for experts and novices, each Preciseness requirements forand estimation.
which consists of seven disjoint regions, the same as t

Q-Map. o _ _ VI. CONCLUSION AND FUTURE WORK
The message-classes indicated in each region of t _ _
P-Map are the expected classes with the largest poter  This paper presented a computational model that pre-
with respect to the prediction rule. For example, regio dicts the potency-magnitude relations of eWOM messages
k = v = 2 of the P-Map for experts indicatezyf(l) . involving subjective rank expressions. This paper defined
This means, for experts, the potencymﬁ)(,g exceeds three message—classgs and myesﬂgated mathematically
ype how the potency-magnitude relations change based on the

(1,1) 1) .
that ofmy,,c; and ofmy,,.,. In the same way, the regions 5,65 of two evaluation parameters: evaluation target size

indicating two message-classes mean that their potency js 4 evaluation scale size
the same and larger than the potency of messages in the

other class. The regions indicatingll;” wherek = 2 and

messagenﬁ;je)1 always belongs to the priority message-

The mathematical investigations developed a Q-
B : agnitude Relation Map (Q-Map) and a Priority
v = 3 for egperr]ts r;nd nOVICes, melan that. thi potency 0E;essage-class Map (P-Map), which are exploited to de-
messages In the three message-classes is the same. sign eWOM message filtering strategies. Message filtering

P-Maps guarantee that no message has larger pQeaseqgies based on P-Maps postulate the values of evalua-

tency than messages in the message-classes indicated;jify, narameters. This paper discussed that some analytical
the region. Thus, it is a rational filtering strategy that

. o | ; investigations reduce the preciseness requirements for the
gives priority to provide _the messages be_longmg to th‘?)arameter estimations (Section V. D.). Future work in-
message-classes shown in the P-Map’s region to which thg, jes further investigations and finding some observable
evaluation parameter belongs. Flc))r example, for experts, tors for the estimation.
on k 2_3 ar_1du =2, messagerngypﬁ Is given priority The observable factors for evaluation target size
to provide, N lc)ontrast, forexperts dn=2 andv > 4, oy e related to the products evaluated by the user. A
messagesny,,.; andm,,,., are given priority. In the  complex product with various specifications (e.g., digital
sa(rlr;e way, for novices ok > 3 andv = 2, message cameras) will provide larget than a simple product (e.g.,
My, peo 1S given priority to provide, in contrast, for novices 53 pc mouse). In addition, the increase of the number
onk=2andv >4, messageng)pe?) is given priority. of product alternatives to be chosen will increake

As illustrated here, message filtering strategies base8lccording to these clues, the value/ofnay be estimated
on P-Maps postulate the values of evaluation parameterspughly. In a practical setting, a key piece of information
represented by andv, where the users evaluate productsthat enables the estimation is the content in the Web-
with eWOM messages. It may be difficult to know previ- pages and their number that the user consults for product
ously the values because they depend not only on the typmmparison. For evaluation scale sizen the other hand,
and the number of products evaluated by the user but alsbmay be possible to learn the relationship between the
on the rating scale used by the user. Fortunately, the Ralue of v and personal characteristics like eWOM in-
Map shown in Fig. 6 suggests that there are cases in whidlblvements and product expertise by doing examinations
the exact values of the evaluation parameters don't have faresented in [36], which is also discussed in Section lIl.
be known. For example, for experts, not depending:pn B., on a large scale.
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The P-Maps developed in Section V can be regarded g35] P. M. Herr, F. R. Kardes, and J. Kim, “Effects of word-of-
unexplored sub-hypotheses derived from the generalized —mouth and product-attribute information on persuasion: An
hypothesis described in Section Il. C. Therefore, future ~ accessibility-diagnosticity perspectivejournal of Con-

K t det . hether th t itud sumer Researchvol. 17, no. 4, pp. 454-462, 1991.
work must determine whether the potency-magnitude re 16] D. Godes and D. Mayzlin, “Using online conversations to

|ati0nS Change as the mapS predict. The Observation Of the study word-of-mouth CommunicatiorMarketing Scienqe

reversal phenomenon is particularly important; whether  vol. 23, no. 4, pp. 545-560, 2004.

the potency-magnitude relation of the two messages iB7] T. Hennig-Thurau, K. P. Gwinner, G. Walsh, and D. D.

reversed when scale sizebecomes larger. Gremler, ‘.‘EleCtl’Ol’lIC word-of-mouth via consumer-opinion
To obtain accurate potency predictions, not only the platforms: Whgt motlva’tes consumers to artlculate_them-

) 4 g selves on the internetJournal of Interactive Marketing

inference quantum proposed in this paper but also many  vol. 18, no. 1, pp. 38-52, 2004.

other factors of eWOM messages, such as those discussg@] J. W. Alba and J. W. Hutchinson, “Dimensions of Con-

in [39]-[41], have to be considered. The combination sumer Expertise, Journal of Consumer Researcbol. 13,

of factors will determine the potency of the eWOM no. 4, pp. 411-454, 1987.

1%'9] D. Maheswaran and B. Sternthal, “The effects of knowl-
messages, so these factors should be used properly for edge, motivation, and type of message on ad processing

practical prediction methods. and product judgmentsJournal of Consumer Research
vol. 17, no. 1, pp. 66-73, 1990.
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