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Abstract— The k-means clustering method is a widely used
clustering technique for the Web because of its simplicity
and speed. However, the clustering result depends heavily -~
on the chosen initial clustering centers, which are uniformly v o s r’
chosen at random from the data points. We propose a L 4‘ g"ﬁma (f
seeding method that is based on the independent component . 1

analysis for the k-means clustering method. We evaluate —_

the performance of our proposed method and compare it

with other seeding methods by using benchmark datasets. Itis easy to Understand topic and
We also applied our proposed method to a Web corpus, systematically explore search resul oo
which was provided by ODP, and the CLUTO datasets. The N

results from the experiments showed that the normalized
mutual information of our proposed method is better than
the normalized mutual information of the k-means clustering
method, the KKZ method, and the k-means++ clustering
method.

Itisdifficult to find relevant datain
search results because they contain
many kinds of mixed data.

Index Terms—k-means clustering method, KKZ method, k-
means++ clustering method, independent components anal-
ysis, seeding

Figure 1. Effect of clustering the results of Web search.

I. INTRODUCTION

Iea?nuiriterilzg d;aonm?nicr)\f [tlr}[ez]mEshgssegglenun;ur)lie;g'stidfrom the Web. This clustering approach shows the results,

ming. gLille]. . P which are manually or automatically associated with
various fields and used widespread both in research ang sters that consist of similar items (Figure 1)
business[3]. We are interested in application of clustering '

to the Web clustering. The Web clustering[4] has & \we consider this clustering of Web searched results
very wide ranges including clustering searched results[Skhould be quick and accurate because a user never
[6]. [7]. [8]. clustering Web pages/sites[9], [10], [11], wait for the clustered results so long. In particular, we
clustering Web multimedia[12] and so on. Especially,are interested in the simplest and quickest clustering
we focus on clustering of Web searched results becauggethod. Therefore, we deal with the k-means clustering
our final research objective is to build IWI (Intelligent method in our research. We particularly discuss how to
Web Interaction) systems. While Web search engines argo|ve the problem of “seeding” in the k-means clustering
definitely good for certain search tasks such as findingnethod[13], [14], [15].
an organization's Web page, they may be less effective
at satisfying ambiguous queries. The results on different The rest of this paper is organized as follows. Section Il
subtopics or meanings of the input query also will comediscusses the related work and the k-means clustering, the
together in a hit list, thus implying that the user may haveKKZ clustering, and the k-means++ clustering methods.
to sift through a large number of irrelevant items to locateSection 1l discusses the problem with these clustering
those of interest. On the other hand, there is no way toethods and introduces our proposed method. Section IV
estimate what is relevant to the user given that the querigsresents our experimental results along with comparison
are usually very short and their interpretation is inherentlyof the performance of the proposed method with those
ambiguous in the absence of context. of the k-means clustering, the KKZ clustering, and k-
An approach for clustering the results of Web search[5]means++ clustering methods. Section V concludes this
[6], [7], [8] is different from one for retrieving information research.
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Il. RELATED WORKS 4

([
(]
Clustering is a classic problem in machine learning C1 .(—0.\“‘).
and computational geometry. In the popular k-means ° C2
formulation, one is given an integdr and a set ofn L
data pointsX ¢ R™. k is the number of cluster centers.

The goal is to choosk centersC to minimize the sum of
the squared distances between each point and its closest

Figure 2. Initial centers of KKZ method

center. data x4 data x,
o= minx—c| (1) ”(V' ° D(xz)
= min ||x — ¢ 2
X ceC C1 P ° °® ®
Solving this problem is NP-hard, even with just two { PY C,
clusters[16], however Lloyd[17] proposed a local search
solution 25 years ago that is still widely used today. Figure 3. DistanceD(x)

In this section, we formally define the k-means clus-
tering method, the KKZ clustering method and the k-

means++ clustering method.

A. k-means clustering method

1c) Choose the next centef, selectinge; = x' € X
with the widest distanc® (x’) (Figure 4).

1d) Repeat step 1b) until we have chosen a totak of
centers.

The k-means clustering method is simple and fast angteps 2)-4) proceed just like that for the standard k-means
locally improves the centers of mass of clusters. It worksyigorithm.

as follows.

1) Arbitrarily choosek initial centersC = c4,-- - , ¢y,

2) Foreach € {1,...,k}, set the clustee; to be the
set of points inX that are closer te; than they are
to c; for all j # 4.

3) For eachi € {1,...,k}, setc; to be the center of
the mass of all the points in a sét of cluster::

Ci = ﬁ ZXECi X .
4) Repeat steps 2) and 3) untij no longer changes.

The KKZ method is attractive in practice because it is
simple for decision of unique initial centers. However,
the KKZ method sometimes find bad clusters because
unfortunately it depends on outlier data points.

C. k-means++ clustering method

The k-means method begins with an arbitrary set of
cluster centers. k-means++ clustering proposes specif-
ically choosing these centers. At any given time, let

It is standard practice to uniformly choose the initiaID(X) denote the shortest distance from a data paint
centers at random frorX. For Step 2), the ties may be to the closest center we have already chosen. Then, the

arbitrarily broken, as long as the method is consistentiollowing clustering method is defined as the k-means++
Steps 2) and 3) are both guaranteed to decre@se clustering method[19].

therefore, the method makes local improvements to anig) Choose an initial centar; uniformly at random

arbitrary cluster until it is no longer possible to do so. from X.
The k-means method is attractive in practice becauselb) For all data,D(x;);j € {1,--- ,n} are calculated
it is simple and generally fast. Unfortunately, it is guar- (Figure 3).

quite poor.

B. KKZ clustering method

The KKZ method was proposed by Katsavounidis et al. 1d) Choose the next center, selecting thec;

following equation.
0<L< > D(x)) 2)
xeX

[18]. This method calculates the entire distance among the
data and finds the data with a wide distance. The data are )
selected as the initial cluster centers. At any given time, - 4

let D(x) denote the shortest distance from a data point z;lD(Xm) <L=< Z%D(Xm) (3)
x to the closest center we have already chosen. Then, = =

the following clustering method is defined as the KKZ

with satisfying the following equation (Figure 5).

clustering method[18]. ® o ®
la) Choose initial centerg; and c,. The distance €1 MC o o
betweenc; and cy is the widest of all distance 3 %C,
?lfig/\(j?gnz)a data point and the other data point ®  widestD(x) e
1b) For all data,D(x;),j € {1,---,n} are calculated
(Figure 3). ' Figure 4. Next centee; of KKZ method
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== R
D(XI)D(Xz)D(XS; D(x, ) | D(x,)

Figure 5. Next centee; of k-means++ method

le) Repeat step 1b) until we have chosen a total of
centers. 1
Steps 2)-4) proceed in the same way as with the stan-
dard k-means clustering method. We call the weighting
used in Step 1b) simplyD? weighting”. 0

0 1 2 3 4 5
Ill. PROPOSEDMETHOD

This section describes a problem with the k-means Figure 7. Global Optimal Clustering Case
and the k-means++ clustering methods. Then, we propose
a k-means combined with an Independent Component
Analysis (ICA)[20], [21], [22] based seeding method.

A. Problem for k-means and k-means++ clustering meth-
ods
3

We have six data points, which consistgf(i =1, .. .,
6) and these points are divided into two clusters. Figure 6
shows these six data points. 2
In addition, Figure 7 shows the global optimal clus-
tering result for these six data points. The first cluster
consists of {x1,x2,x4,%x5} and the other consists of 1
{x3,%¢}. We assume that most of clustering methods can
find the global optimal clusters. However, the k-means
clustering method generates bad clustess,iindx; are 0
chosen as the initiat; andcy cluster centers. Figure 8 0 1 2 3 4 5
shows the local optimal clusters, which are bad clusters.
The k-means++ clustering method was developed to avoid Figure 8. Local Optimal Clustering Case
this bad clustering.
However, the k-means++ clustering method sometimes
generates bad clusters because it depends on the choice
of the initial centerc,. The initial centerc, is chosen B. k-means combined with ICA based seeding method
uniformly at random fromX.

The k-means clustering method begins with an arbi-
trary set of cluster centers. The k-means++ clustering
method begins with a small arbitrary set of cluster centers.
As stated above, we propose a method for specifically

° ° choosing these centers. At any given time, we can obtain
independent components (ICs) from given d&taThen,

3 ) : :

we define the following seeding method.

la) Extractk independent componeniCy, - - ,ICy

2 ° L from given dataX (Figure 9).

1b) Choosé initial centerse; (i = 1,--- , k), selecting
1C;-x’

¢, =x' € X with a minimumw (Figure 10).

X, X, Steps 2)-4) proceed in the same way as with the

standard k-means clustering method. Figure 11 shows

0 the concept of the k-means clustering method combined

0 1 2 3 4 5 with the ICA based seeding method. In the figure 11,

IC; andIC, denote independent components. The each

independent component may become an initial seed to
generate the global optimal clustering case.

Figure 6. Given Data
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TABLE I.
® 10 NO. OF CLUSTERS ATTRIBUTES, AND SAMPLES FORUCI
4
[Cl‘\. o ? REPOSITORY DATA SETS
4
[ ‘\ ,,. ® [ Data set][ No. of clusters] No. of attributes] No. of samples|
A4 > Iris 3 4 150
Wine 3 13 178
ole Soybean
L (] -Small 4 35 47
v ]C3 Breast
-Cancer 2 9 683
Figure 9. Independent components
TABLE II.
NO. OF DIRECTORIES ATTRIBUTES AND SAMPLES FORODP CORPUS
® ,'”IC DATA SET -
ICIX‘. o 2 [ Data set][ No. of clusters[ No. of attributes] No. of samples]
on | oo [ ODP ] 4 [ 340 [ 72 |
\\ ,l
CJ
.IC other a large data. The small data set consisted of the
v 3 UCI Machine Learning repository and Open Directory

Project(ODP) Web corpus. The large data set consisted
Figure 10. Initial centerg; of ICA based method of the CLUTO data sets.
1) UCI Machine Learning repositoryThe UCI Ma-
chine Learning repository had four data sets in our
IV. EXPERIMENTAL CONDITION experiments. The first data seitjs, consisted of50

. samples from each of three species of Iris (Iris setosa,
To evaluate the k-means clustering method, KZZI is virginica, and Iris versicolor). The second data set,

e e oo s e s ne.coraned e resuts o a cherical anass on
. . : : wines produced in the same region in Italy but derived

matlab. In this section, we briefly explain about the dat

sets that were used for the experiments, the evaluatio,

metrics in the experiments, some compared seeding metf)-

ods and the results of the experiments. We found that th

k-means clustering method combined with the ICA base

seeding method performed well in the experiments.

rom three different cultivars. The analysis determined
e quantities ofl3 constituents found in each of the
ree types of wine. The third data sspybean-small
as for diagnosing four soybean diseases. The data set
onsisted of47 samples and5 attributes. The fourth
data set,breast-cancer contained diagnosis results of
breast cancer. The data set consiste@83f samples and
A. Data sets 9 attributes. Table | lists the numbers of samples, the
We evaluated the performance of the k-means clustemumbers of attributes and the numbers of clusters in the
ing method, KKZ method, k-means++ clustering method data sets used in our experiments.
and the proposed method using on two kinds of data 2) ODP corpus data:We used the ODP Web corpus
sets. One contained a small amount of data and theata set for our test experiment. The ODP Web corpus was
extracted from the Open Directory Projetiy ourselves.
We selected twelve subdirectories from the “Science” top
directory, and downloaded top pages of the web sites
listed in each directory. We removed tags and stopwords
from the pages, and stemmed each word. The summary
of each directory is listed in Table I. We treated each
directory as a target cluster, and made four datasets using
those clusters. Table Il lists the number of samples, the
number of attributes, and the number of directories of the
data sets used in our experiments.

3) CLUTO data setsCLUTO? is a software package
for clustering low- and high-dimensional datasets and for
analyzing the characteristics of various clusters. In our
experiments, seven CLUTO data sets were adopted. The

> seven CLUTO data sets atell, tr12, tr31, tr4l, tr45,
klb, and rel Table IIl describes statistics on CLUTO

Figure 11. Concept of Our Proposed Method Uhttp://www.dmoz.org/
2http://glaros.dtc.umn.edu/gkhome/views/cluto
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TABLE Il ,
NO. OF CLUSTERS ATTRIBUTES AND SAMPLES FORCLUTO DATA w '”PC
4 2
SETS PC?Q\. o0
4
[ Data set]] No. of clusters[ No. of attributes] No. of samples] L ‘\ /‘ L
il 9 6429 414 :3( >
triz 8 5804 313 VAN
tral 7 10128 927 e “\
tr41 10 7454 878 < .
trd5 6 8261 690
kib 6 21839 2340 Figure 12. Principal components
rel 25 3758 1657
)3 PC
4 2
data sets including the number of samples, the number of PC}x\. O)t
attributes and the number of clusters. .\Q\ Padd
sx, R
. . ’ N, -
B. Evaluation Metrics PR
. . . . 7’ N,
We used normalized mutual information as a metric ~ ‘\

to evaluate the qualities of the clustering outputs from
the different methods. The normalized mutual information
measures the consistency of the clustering output com-
pared to the ground truth. It reaches a maximum value
of 1 only if the membershipp. perfectly matchesp,  C. Compared methods

and a minimum of zero if the assignments of and In our experiments, we tried to compare the perfor-
¢, are independent. The membership functianix) IS mance of our proposed methods with the performance
the mapping of a poink to one of thek clusters. The of gther methods. The other methods consist of the k-
membershipp, (x) represents the true cluster label far  means clustering method, KKZ method, and k-means++
Fo_rmally, the n(_)rmallzed_ mutual information is derived clustering method (See section I1). Our proposed methods
using the following equation are based on a k-means combined with an ICA based
NMI (6, 6.) = seeding method and k-means combined with a PCA[23]
g»re based seeding method. k-means combined with ICA based
seeding method was explained in Section Ill. Now, we
L briefly explain the k-means combined with a PCA based
- o (i, 7 seeding method.
MI(¢g, dc) = Z Zpgvﬂ(ld) log m (5) At any given time, we can obtain principal components
=ti=1 ! (PCs) from the given data. Then, we define the follow-
ing seeding method.

Figure 13. Initial centerg; of PCA based method

MI(¢g, ¢c)
max(H (¢g), H (o))
where M1(¢,4, ¢.) denotes the next equation

(4)

H(¢,) comes from the following equation

k 1 la) Extract k principal componentsPCy,...,PCy
H(dg) => pyli)log —— (6) from given dataX (Figure 12).
i=1 Pg(7) 1b) Choosék initial centerse; (i = 1,--- , k), selecting
and H(¢,.) denotes the next equation c; =x' € Xwitha minimum% (Figure 13).
k 1 Steps 2)-4) proceed in the same way as with the
H(¢e) = ch(j) log —— (7)  standard k-means clustering method. Figure 14 shows the
j=1 pe(7) concept of the k-means clustering method combined with

The p, (i) is the percentage of points in clustebased @ PCA based seeding method.
on the ground truth, i.e.

_ Zln:1 1(¢g(xl) — i)

210 n ‘ (8) This section discusses some of the experimental results

. n: 1 ¢c X _.7
pc(j) _ Zl 1 ( n( ) )
andp, .(i,j) is the percentage of points that belong to The k-means and k-means++ clustering methods were
clusteri in ¢, and also clustey in ¢, i.e. executed100 times using different initializations over
n ) . all four data sets from the UCI repositdryln our
1 —1)1(¢pe - . s S
Dg,c(i,7) = 2i=1 1@ (x1) = ) 1(9e(x1) ]). (10)  experiments, the Euclid distance was used as a similarity

" measure when the k-means clustering method was ap-

The above defined metrics were used to evaluate the,. -
. li h I r itory. The KKZ meth nd th
accuracy of the k-means clustering method, KKZ method,s ed to the UCI repository © ethod and the

k-means++ clustering method and the proposed methods.3http:/archive.ics.uci.edu/ml/

V. EXPERIMENTS

© A Experimental results for small data sets

©2012 ACADEMY PUBLISHER



56

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 4, NO. 1, FEBRUARY 2012

. TABLE VII.
EXPERIMENTAL RESULTS FORbreast-cancepATA SET
method NMI NMI with max. | min. avg.
min. variance| NMI | NMI | NMI
k-means - 0.743 0.743 | 0.743 | 0.743
k-means++ - 0.743 0.743 | 0.743 | 0.743
KKZ 0.743 - - - -
PCA 0.743 - - - -
ICA 0.743 - - - -
'/ TABLE VIII.
\\ / EXPERIMENTAL RESULTS FORODP Web corpu®ATA SET
R i PC, method NMI | NMI with | max. | min. | avg.
PC, / min. variance| NMI | NMI | NMI
'," k-means - 0.555 0.589 | 0.392 | 0.514
> k-means++ - 0.555 0.589 | 0.425 | 0.525
KKZ 0.531 - - - -
Figure 14. Concept of Our Proposed Method based on PCA PCA 0.500 - - - -
ICA 0.638 - - - -

TABLE V.

EXPERIMENTAL RESULTS FORIriS DATA SET

method NMI NMI with max. | min. avg.

min. variance| naar | nar | wagr VII tables show that the_proposed method outperforms
K-means . 0.751 0751 0532 | 0.703 both the k-means clustering method and the k-means++
k-means++| - 0.751 0.751 | 0.532 | 0.749 clustering method for théris, wine, and breast-cancer
ch:ZA 8;21 ] ) ) ] data sets of the UCI repository.
ICA 0.751 ; ; } } In IV and VIl tables, theNMIs of the KKZ method

are the same as the maximumMIs of the k-means
clustering method and the k-means++ clustering method.
The NMIs of the KKZ method are achieved by using

proposed method were executed only one time becauggy one initial seeding. Therefore, the IV and VIl tables
a unique initial seeding can be set up. Table IV listsysg show that the KKZ method outperforms both the k-
the experimental results for theis data set. Table V' means clustering method and the k-means++ clustering
lists the experimental results for tivéine data set. Table 1 athod for theiris and breast-cancerdata sets of the

VI lists the experimental results for theoybean-small

UCI repository. However the V table shows that the

data set. Table VIl lists the experimental results for theperformance of the KKZ method is the worst among the
breast-cancedata set. Tables IV, V, VI, and VIl have an compared methods in our experiments.

averagedVMI, a maximumNMI, a minimumNMI, and

a NMI when the clusters achieved minimum variance.
In 1V, V, and VIl tables, theNMIs of our proposed

method are the same as the maximm/Is of the k-

We generally cannot provide true cluster data. Having
a NMI with minimum variance is the most important
issue for real-world applications. Table VI shows that
the NMIs of our proposed method are the same as the

means clustering method and the k-means++ <:Iustering]M]S of the k-means clustering method and k-means++
method. TheVMIs of our proposed methods are achieveduiystering method when the clusters achieved minimum

by using only one initial seeding. Therefore, IV, V, and 4rjance. This situation shows that the performance of our

TABLE V.

EXPERIMENTAL RESULTS FORWINe DATA SET

EXPERIMENTAL RESULTS FORSOybean-SmaH)ATA SET

©2012 ACADEMY PUBLISHER

proposed method is the same as the performance of the
k-means clustering method and the k-means++ clustering
method for thesoybean-smabliata set. And thé&VMI with

method NMI | NMI with | max. | min. | avg. minimum variance is achieved by using only one initial
min. variance| NMI | NMI | NMI ;
seeding.
k-means - 0.429 0.429 0.387 | 0.418 . .
k-means++| - 0.429 0.429 | 0387 | 0418 In our experiments, the k-means clustering and k-
KKZ 0.387 - - - - means++ clustering methods ru@0 times using different
:’CCAA 8-323 - - - - initializations for the ODP Web corpusdata set. The
: proposed method runs only one time because it can set
up a unique initial seeding. Table Il lists the experimental
TABLE VI.

results of theODP Web corpugdata set. When the k-
means clustering method was applied to an ODP corpus,

method NMI' |+ NMI with | max. | min. | avg. the cosine distance was used as a similarity measure in our
min. variance| NMI | NMI | NMI .

Kmeans - 0711 1000 0518 [ 0714 experiments. The KKZ method and the proposed method

k-means++ - 0.711 1.000 | 0.711 | 0.806 were executed only one time because they can set up a

gEZA 8;1% - - - - unigue initial seeding.

ICA 0.711 . . . . Table VIl shows that théVMI of our proposed method

is better than theVMI of the k-means clustering and k-
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. . TABLE IX.
means++ clustering methods when the clusters achieved EXPERIMENTAL RESULTS FORCLUTODATA SETS
a minimum variance for th€©DP Web corpusiata set. 1l
Table VIl shows that theVMI of the proposed method [ method NMI | NMI with | max. | min. | avg.
was 0.638. This value is better than the maximiyi/l . m'“-o‘g'oance éV%IO é\’fs\gg é\%ls
. . -means - . . . .
of the k-means cluste_rmg method and th_e_ maximMid] kemeans++|| - 0.669 0717 | 0.545 | 0.632
of k-means++ clustering method. In addition, tN&/I of KKZ 0578 - - - -
the proposed method is better than fhig/I of the KKZ PCA 0.619 - - - -
method and theVMI of PCA based method. Therefore, LICA 0.585 ) — - -
Table Il shows that the proposed method outperforms—methog NMI | NMI with | max. | min. | avrg.
the k-means clustering method, k-means++ clusterin min. variance| NMI | NMI | NMI
method, KKZ method and PCA based method for the| k-means - 0.664 0.752 | 0.521 1 0.664
o ; k-means++|| - 0.621 0.689 | 0.425 | 0.621
ODP Web corpusiata set. In addition, the bestMI is RKZ 0683 - - - .
achieved by using only one initial seeding. PCA 0.500 - - - -
ICA 0.638 - - - -
tr31
B. Experimental results for large data sets method NMI mﬁy\{aﬂggce Jlryr B
; k-means - 0.579 0.676 | 0.377 | 0.503
The k-means and k.-mea.ns++ clggtgrlpg methods were | et - 0523 0641 | 0302 | 0.507
executed100 times using different initializations for all KKZ 0.439 - - - -
seven data sets from the CLUTO data sets. In our ex{ PCA 0.504 - - - -
periments, the cosine distance was used as a similarity'“A 0438 _— - - -
measure when k-means clustering method was applied t6emog NMT | NMI with | max. | min. | avg.
CLUTO data sets. KKZ method and the proposed method min. variance| NMI | NMI | NMI
were executed only one time because they could set up k-means - 0.623 0.699 | 0.533 | 0.611
: - . : : k-means++|| - 0.651 0.730 | 0.530 | 0.620
a unique initial seeding. Table IX lists the experimental = 058d - - - -
results for the seven CLUTO data sets. PCA 0.680 - - - B
It is difficult to understand aspects of performance of | ICA 0.667 - - - -
compared methods from table IX. Therefore, we would r4s
p_ . . : ! method NMI NMI with max. | min. avg.
now like to introduce the ratio between the number of min. variance| NMI | NMI | NMI
attributes and the number of samples. We could order the k-means - 0.769 0.787 | 0.594 | 0.696
results from the CLUTO data sets by using the value of| Keans* sase oA 0794 0.564 1 0.697
the ratio. Table X lists the ordered results of CLUTO data| pca 0.744 ) ) ) }
sets. The underlined performances indicate the best oneg.ICA 0.722 - -
; ; ; kib
The ratio denotes the following equation e NAT T NI with | max | min | avg.
i min. variance| NMI | NMI | NMI
ratio — N0 Of attributes (11) [ kmeans - 0537 | 0.649 | 0.421 | 0518
No. of samples k-means++|| - 0.523 0.611 | 0.422 | 0.521
KKZ 0.491 - - - -
The NMIs of the k-means and k-means++ av@/Is PCA 0.438 - - - -
with the minimum variance in table I1X. ICA 0.587 - - - -
. . re
When the ratio is smaller thah0.00, table X shows method NV T NI with max. | min. | avg.
that shows the performance the proposed method based min. variance| NMI | NMI | NMI
on ICA is better than the performance of the k-means E'meanSH - 8-23; 8-2;? g-igg g-gig
clustering method, k-means++ clustering method an K'}?;ans 0_é57 = = = =
KKZ method. In other words, thé&/MIs of the proposed PCA 0.557 - - - B
method is better than th&/MIs of the k-means clus- [ ICA 0.575 - - - -

tering method, k-means++ clustering method and KKZ

method forklb, tr41 andrel CLUTO data sets. However,

when the ratio is larger thah0.00, the performance of :

the proposed method based on ICA is not better tharcl: + Computational costs
the performances of the k-means clustering method, k- Next, we explain the computational cost of the pro-
means++ clustering method and KKZ method in table X posed method from an experimental point of view. In our
In other words, theNMIs of the proposed method are experiments, we used a Windows Vista 32 bit machine
not better than theéVMIs of k-means clustering method, that has an Intel Core 2 Duo E8600 3.34 GHz and 4 GB
k-means++ clustering method, and KKZ methodtid2, = memory. Table XI lists computational times of four UCI
trl1, tr45, andtr31 CLUTO data sets. When the ratio is repository data sets.

larger than10.00, the number of attributes is much larger We can find from this table that the computational time
than the number of samples and it is difficult to find stableof the proposed method is larger than the computational
independent components. Therefore, the proposed methdiche of the k-means clustering method for the four UCI
with ICA may not be able to perform well. repository data sets. The k-means clustering method was
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TABLE X. TABLE XII.
ORDERED EXPERIMENTAL RESULTS BASED ON RATIQNO. OF COMPUTATIONAL TIMES (SEC.) FORtr45 CLUTODATA SET
ATTRIBUTES/NO. OF SAMPLEY FOR CLUTODATA SETS method a5
[ data set][ ratio | proposed| k-means| k-means++| KKZ | k-meanz 90.42 x_100
WI2 || 1854 0638 | 0064 | 0621 | 0683 proposed|] 52.39+90.42
il || 1552 | 0585 | 0.630 0.669 | 0.578
45 || 11.97 | 0722 | 0.769 0.794 | 0.660
w31 || 1092 | 0438 | 0579 0523 | 0.439
kib 933 | 0.587 0.537 0.523 0.491 k-means clustering method with a KKZ seeding method.
tf411 3-4212 %% 8-2‘2& g-gié 8-22‘71 Generally, the Web has a lot of documents and the ratio
© ' I ' ' ' between the number of attributes and the number of

samples is small. Therefore, the proposed method is
TABLE XI. useful for the Web.
COMPUTATIONAL TIMES (SEC.) FORUCI REPOSITORY DATA SETS .
For our future work, we plan to theoretically analyze

method || iris | wine | breast-cancer| soybean-small — the computational cost of the proposed method, and to
k-means || 0.0032 | 0.0034 | _ 0.0059 0.0041 q Honh decide th ber of ol
Sroposed|| 0.0748 | 0.0948 00643 5073 conduct research on how to decide the number of clusters

based on the observed data distribution.

executed100 times using different initializations for all ACKNOWLEDGMENT

four data sets of the UCI repository. This research was partially supported by the Ministry
Table XII lists computational times of the45 CLUTO  of Education, Science, Sports and Culture, Grant-in-Aid
data set. We can find from this table that the computafor Scientific Research (B), 23300063, 2011.
tional time of the proposed method is smaller than the
computational time of the k-means clustering method for
a CLUTO data set. The k-means clustering method was
executed100 times using different initializations for all [1] S. Basu, I. Davidson, and K. Wagstaff, Ed€gnstrained
four data sets of the UCI repository. In other words, the  Clustering: Advances in Algorithms, Theory, and Applica-
computational time_ of thg proposed method is sma!ler[ 1 g?nSDir?;apT:n ?u‘ioﬂg:llcsg’ Z(S)ggdral Clustering
than the computational time of the k-means-clustering” " part |: “Basic Theoryy 2004. [Online]. Available:
method for large data sets that contain many attributes.  http://ranger.uta.edu/ chqding/Spectral/
Generally, the Web contains a lot of documents with many [3] P. Berkhin, “Survey of clustering data mining techniques,”

attributes. Therefore, the proposed method is useful for _ Accrue Software, San Jose, CA, Tech. Rep., 2002.
the Web. [4] C. Carpineto, S. Oéiski, G. Romano, and D. Weiss,

“A survey of web clustering enginesACM Computing
Survey vol. 41, pp. 17:1-17:38, 2009.
VI. CONCLUSION [5] P. Ferragina and A. Gulli, “A personalized search engine

. : based on web-snippet hierarchical clustering,"Special
We proposed a method that combines the k-means interest tracks and posters of the 14th international confer-

clustering method with an Independent Component Anal-  gnce on World Wide Web (WWW'02D05, pp. 801-810.
ysis based seeding method and a Principal Components] R. Navigli and G. Crisafulli, “Inducing word senses to
Analysis based seeding method, and compared the per- improve web search result clustering,” Rroceedings of
formances of the proposed method with the performance tLh:n gzl?alg?e g?géirsi?ﬁg (%%ET@Z&% l'gegg)‘)dlslén 122“”3'
of the.standard k-means clustering mgthod, k-mean_++[7] B. Stein, T. Gollub, and D. Hoppe, “Beyond precision@10:
clustering method, and k-means clustering method with™~ ¢;tering the long tail of web search results Rroceed-
a KKZ seeding method. ings of the 20th ACM international conference on Infor-
From our experimental results for small data sets (UCI mation and knowledge management (CIKM’12011, pp.
repository data sets), our proposed method performed the = 2141-2144. _ ) _ _
same as or better than the standard k-means clusterin§! Y- Wang and M. Kitsuregawa, “Evaluating contents-link

hod. K tr ol ) hod dK | coupled web page clustering for web search results,”
metnod, k-means++ clustering method, and k-means clus- Proceedings of the eleventh international conference

tering method with a KKZ seeding method. on Information and knowledge management (CIKM ;02)
From our experimental results for large data 2002, pp. 499-506. _

sets(CLUTO data sets), our proposed method based®] D. th;abtrge, P. Alxndtreae, ar:d X.d_Gao, f“tQhue% Ogu-

_ rected web page clustering,” iRroceedings of the

Oln lCA perforrTZd l?etter than tlhe St.andard hk (rjneanz IEEE/WIC/ACM International Conference on Web Intelli-

clustering method, k-means++ clustering method, an gence (WI'06) 2006, pp. 202-210.

k-means clustering method with a KKZ seeding method10] p. Li, B. Wang, W. Jin, and Y. Cui, “User-related tag

when the ratio between the number of attributes and the  expansion for web document clustering,”"Rmoceedings of

number of samples is smaller thaf.00. When the ratio the 33rd European conference on Advances in information

; retrieval (ECIR'11) 2011, pp. 19-31.

betwe;en .thle nurT:E;’Dc(J)fO attributes ang thethn(ijtlber dofll] C. Lu, X. Chen, and E. K. Park, “Exploit the tripartite net-

samples .'S arger 00, our proposed method base work of social tagging for web clustering,” iRroceedings

on ICA did not perform better than the standard k-means  of the 18th ACM conference on Information and knowledge

clustering method, k-means++ clustering method, or management (CIKM '09)2009, pp. 1545-1548.
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