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Abstract—Text summarization is a process that reduces the size of the text document and extracts significant sentences from a text document. We present a novel technique for text summarization. The originality of technique lies on exploiting local and global properties of words and identifying significant words. The local property of word can be considered as the sum of normalized term frequency multiplied by its weight and normalized number of sentences containing that word multiplied by its weight. If local score of a word is less than local score threshold, we remove that word. Global property can be thought of as maximum semantic similarity between a word and title words. Also we introduce an iterative algorithm to identify significant words. This algorithm converges to the fixed number of significant words after some iterations and the number of iterations strongly depends on the text document. We used a two-layered backpropagation neural network with three neurons in the hidden layer to calculate weights. The results show that this technique has better performance than MS-word 2007, baseline and Gistsumm summarizers.

Index Terms—Significant Words, Text Summarization, Pruning Algorithm

I. INTRODUCTION

As the amount of information grows rapidly, text summarization is getting more important. Text summarization is a tool to save time and to decide about reading a document or not. It is a very complicated task. It should manipulate a huge quantity of words and produce a cohesive summary. The main goal in text summarization is extracting the most important concept of text document. Two kinds of text summarization are: Extractive and Abstractive. Extractive method selects a subset of sentences that contain the main concept of text. In contrast, abstractive method derives main concept of text and builds the summarization based on Natural Language Processing. Our technique is based on extractive method. There are several techniques used for extractive method. Some researchers applied statistical criterions. Some of these criterions include TF/IDF (Term Frequency-Inverse Document Frequency) [1], number of words occurring in title [2], and number of numerical data [3]. Using these criterions does not produce a reader-friendly summary. As a result NLP (Natural Language Processing) and lexical cohesion [4] are used to guarantee the cohesion of the summary. Lexical cohesion is the chains of related words in text that capture a part of the cohesive structure of the text. Semantic relations between words are used in lexical cohesion. Halliday and Hasan [5] classified lexical cohesion into two categories: reiteration category and collocation category. Reiteration category considers repetition, synonym, and hyponyms, while collocation category deals with the co-occurrence between words in text document. In this article, we present a new technique which benefits of the advantages of both statistical and NLP techniques and reduces the number of words for Natural Language Processing. We use two statistical features: term frequency normalized by number of text words and number of sentences containing the word normalized by total number of text sentences. Also we use synonym, hyponymy, and meronymy relations in reiteration category to reflect the semantic similarity between text words and title words. A two-layered backpropagation neural network is used to automate identification of weights of features. The rest of the article is organized as follow. Section 2 provides a review of previous works on text summarization systems. Section 3 presents our technique. Section 4 describes experimental results and evaluation. Finally we conclude and suggest future work in section 5.

II. TEXT SUMMARIZATION APPROACHES

Automatic text summarization dates back to fifties. In 1958, Luhn [6] created text summarization system based on weighting sentences of a text. He used word frequency to specify topic of the text document. There are some methods that consider statistical criterions. Edmundson [7] used Cue method (i.e. “introduction”, “conclusion”, and “result”), title method and location method for determining the weight of sentences. Statistical methods suffer from not considering the cohesion of text.

Kupiec, Pederson, and Chen [8] suggested a trainable method to summarize text document. In this method,
number of votes collected by the sentence determines the probability of being included the sentence in the summary.

Another method includes graph approach proposed by Kruengkrai and Jaruskululchi [9] to determine text title and produce summary. Their approach takes advantages of both the local and global properties of sentences. They used clusters of significant words within each sentence to calculate the local property of sentence and relations of all sentences in document to determine global property of text document.

Beside statistical methods, there are other approaches that consider semantic relations between words. These methods need linguistic knowledge. Chen, Wang, and Guan [10] proposed an automated text summarization system based on lexical chain. Lexical chain is a series of interrelated words in a text. WordNet is a lexical database which includes relations between words such as synonym, hyponymy, meronymy, and some other relations.


There are some methods that combine algorithms, such as, Fuzzy Logic and PSO [16]. Salim, Salem Binwahla, and Suanmali [17] proposed a technique based on fuzzy logic. Text features (such as similarity to title, sentence length, and similarity to keywords, etc.) were given to fuzzy system as input parameters.

Ref. [18] presented MMR (Maximal Marginal Relevance) as text summarization technique. In this approach a greedy algorithm is used to select the most relevant sentences of text to user query. Another aim in this approach is minimizing redundancy with sentences already included in the summary. Then, a linear combination of these two criterions is used to choose the best sentences for summary. Carbonell and Goldstein [19] used cosine similarity to calculate these two properties. In 2008 [20] used centroid score to calculate the first property and cosine similarity to compute the second property. Different measures of novelty were used to adopt this technique [21, 22]. To avoid greedy algorithms problems, many have used optimization algorithms to solve the new formulation of the summarization task [23, 24, 25].

III. PROPOSED TECHNIQUE

The goal in extractive text summarization is selecting the most relevant sentences of the text. One of the most important phases in text summarization process is identifying significant words of the text. Significant words play an important role in specifying the best sentences for summary. There are some methods to identify significant words of the text. Some methods use statistical techniques and some other methods apply semantic relations between words of the text to determine significant words of text. Such as term frequency (TF), similarity to title words, etc. each method has its own advantages and disadvantages. In our work, a combination of these methods is used to improve the performance of the text summarization system. In this way, we use the advantages of several techniques to make text summarization system better. We use both statistical criterions and semantic relations between words to identify significant words of text. Our technique has five steps: preprocessing, calculating words score, significant words identification, calculating sentences score, and sentence selection. These steps are shown in Fig. 1.

![Figure 1: the flowchart of proposed technique](image)
The first step, preprocessing, involves preparing text document for the next analysis and pruning the words of the text document. This step involves sentence segmentation, sentence tokenization part of speech tagging, and finding the nouns of the text document. Keywords or significant words are usually nouns, so finding nouns of the text can help improving performance of our system. The second step, calculating words scores, calculates words scores according to their local score and global score explained in detail later. Local score is determined based on statistical criterions and global score is determined through semantic similarity between a word and title words. The third step, significant words identification, uses words score and an iterative algorithm to select the most important words of text. The fourth step, calculating sentence score, calculates sentence score according to sentence local score, sentence global score and sentence location. The fifth step, sentence selection, selects the most relevant sentences of text based on their scores. These five steps are explained in detail in the next five sections.

A. Preprocessing

The first step in text summarization involves preparing text document to be analyzed by text summarization algorithm. First of all we perform sentence segmentation to separate text document into sentences. Then sentence tokenization is applied to separate the input text into individual words. Some words in text document do not play any role in selecting relevant sentences of text for summary. Such as stop words ("a", "an", the"). For this purpose, we use part of speech tagging to recognize types of the text words. Finally, we separate nouns of the text document. Our technique works on nouns of text. In the rest of the article we use "word" rather than "noun".

B. Calculating Words Score

After preparing input text for text summarization process, it is time to determine words score to be used in later steps. In this step we utilize combination of statistical criterions and lexical cohesion to calculate text words scores. Finding semantic relations between words is a complicated and time consuming process. So, first of all, we remove unimportant words. For this reason, we calculate local score of word. If local score of a word is less than the word_local_score_threshold, we will remove that word. Word_local_score_threshold is the average of all text words scores multiplied by a PF (a number in the range of (0, 1) as a Pruning Factor in word selection). By increasing PF, more words will be removed from text document. In this way, the number of words decreases and the algorithm gets faster. We calculate global score for remaining words based on reiteration category of lexical cohesion. Finally, we calculate words scores by using local and global score of words. This step is described in detail in three next sections.

- Calculating local score of words

In this phase, we use two statistical criterions: term frequency of the word normalized by total number of words (represented by TF) and number of sentences containing the word normalized by total number of sentences of text document (represented by Sen_Count). We combine these two criterions to define equation (1) to calculate local score of words.

\[
\text{word_local_score} = \alpha \cdot \text{TF} + (1 - \alpha) \cdot \text{Sen_Count}
\]

where \( \alpha \) is weight of the parameter and is in the range of (0, 1).

We utilize a two-layered backpropagation neural network with three neurons in hidden layer, maximum error of 0.001, and learning rate of 0.2 to obtain this weight. The dendrites weights of this network are initialized in the range of (0, 1). We use sigmoid function as transfer function. The importance of each parameter is determined by the average of dendrites weights connected to the input neuron that represents a parameter [26]. After training neural network with training dataset we use weights to calculate words local scores. The algorithm in this step prunes words of the text document and deletes words without any role in selecting relevant sentences for summary. This is done by defining a threshold and taking words whose scores are above that threshold. This algorithm is shown in Algorithm 1:

```
Algorithm 1: Word pruning Algorithm

Input: local score of words, words list
Output: pruned words list

1. word_local_score_threshold := \sum \text{word_local_score}(\text{i}) \cdot PF / \text{number of text words}

2. foreach words w of text do
3.     If (word_local_score < word_local_score_threshold) then
4.         Delete word from significant words list;
5. end
6. return pruned words list;
```

In this algorithm, \( i \) represents word index and \( PF \) stands for Pruning Factor.

The first line of the Algorithm 1 computes local score threshold of words by taking the average of the local score of words multiplied by PF. The second line of it prunes words by taking words whose scores are above the word_local_score_threshold. Finally, the algorithm returns the pruned words list in the seventh line.

- Calculating global score of words

In this phase, we consider semantic similarity between text words and title words. We use WordNet, a lexical
database, to determine semantic relations between text words and title words. We fixed the weight of repetition and synonym to 1, of hyponymy and hyperonymy to 0.7, and of meronymy and holonymy to 0.4. We also consider repetition of keywords in the text and fix the weight of it to 0.9.

We define equation (2) to calculate global score of words:

\[
\text{Word\_global\_score} = \text{Max} (\text{sim}(w, t_i))
\]  

(2)

According to this equation, first of all, we calculate the maximum similarity between each word and title words. Then the sum of maximum similarities is calculated to determine global score of words. This score is used in the next section.

- Calculating word score
  The final phase in this step is calculating word score. In our technique, word score is calculated by combination of local score and global score of word. We define equation (3) to calculate word score.

\[
\text{Word\_score} = \alpha \times \text{word\_local\_score} + \beta \times \text{word\_global\_score}
\]  

(3)

\(\alpha\) and \(\beta\) are determined by neural network illustrated before.

C. Identifying Significant Words

Significant words play an important role in text summarization systems. The sentences containing important words have better chance to be included in summary. In the case of finding significant words of text with a high accuracy, the results of text summarization will be great. So, we focus on significant word identification process to improve text summarization results. In this step, we introduce a new iterative method to determine significant words of text. In this method, significant words are initiated with text words. Then a threshold is defined to be used to identify the words that should be removed from initial significant words. This is done by applying the average of all significant words scores in previous iteration as word_score_threshold. If a word score is less than this threshold, we will remove that word from significant words list. In each loop of this algorithm some words are deleted from significant words list. The algorithm converges to the fixed number of significant words after some iteration. The algorithm is shown below:

```
Algorithm 2: Significant words identification algorithm

Input: text words list, text words scores
Output: significant words list

1. significant\_words := text\_words;
2. Words\_score\_threshold := average(text\_words\_scores);
3. while number of significant words changes do
   foreach significant\_words of text do
      if (word\_score < words\_score\_threshold)
         Delete word from significant\_words list;
   end
5. end
6. words\_score\_threshold := average(significant\_words\_scores);
7. end
8. end
9. return significant\_words list;
```

words\_score\_threshold in Algorithm 2 is the average of all scores of significant words of text. This threshold changes in every iteration of algorithm. The new value of it is calculated through the average of scores of significant words in previous iteration of algorithm.

The first line of Algorithm 2 initiates significant words list by text words. The second line initiates Word\_score\_threshold by calculating the average of scores of text words. The third line to the tenth line iterates to delete unimportant words from significant words list. The ninth line of the algorithm computes words\_score\_threshold for the next iteration. Finally, the algorithm returns significant words list in line ten.

D. Calculating Sentence Score

In this step, we use significant words determined by previous step to calculate sentence score. Our technique in this phase is based on Kruengkrai and Jaruskululchi [9] approach, but we changed the parameters. They combined local and global properties of a sentence to determine sentence score as follow:

\[
\text{Sentence\_score} = \alpha \times G + (1-\alpha) \times L
\]  

(4)

Where \(G\) is the normalized global connectivity score and \(L\) is the normalized local clustering score. It results this score in the range of (0, 1).

We define \(G\) and \(L\) as follow:

\[
G = \frac{\sum_{i=0}^{\text{number of title words}} \text{sim}(w, t_i) \times i}{\text{total number of words in sentence} - 1}
\]  

(5)

\[
L = \frac{\text{number of significant words of sentence}}{\text{total number of significant words of text}}
\]  

(6)

where \(\text{sim}(w, t_i)\) is the maximum semantic relation among sentence words and title and keywords. As shown in equation (5), we consider semantic relations among sentence words and title and keywords to determine the global property of a sentence. Then, we normalize it by total number of words in the sentence. The parameter \(\alpha\) determines the importance of \(G\) and \(L\). We use neural network illustrated before to determine \(\alpha\).

Baxendale [27] showed that sentences located at first and last paragraph of text document are more important and having greater chances to be included in summary. So, we divide text document into three sections and multiply sentences scores in the first and last section by 0.4 and in the second section by 0.2. The algorithm is shown below:

```
Algorithm 3: Sentence score calculation algorithm

Input: number of significant words of each sentence, total number of significant words of text, total number of words in each sentence, similarity score between a word and title words, sentence location, and the parameters \(\alpha\) and \(\beta\)
Output: scores of sentences
```
1. **foreach** sentence of text do
2. sentence\_local\_score:= number of significant words of sentence \over total number of words in text
3. sentence\_global\_score := \sum \frac{\text{sim}(w_i)}{\text{number of title words}} \times \frac{1}{\text{number of title words}}
4. Sentence\_score := \alpha \times G + (1-\alpha) \times L;
5. If ((1/3)\times TSN < sentence\_loc < (2/3)\times TSN) Sentence\_score *:=0.2;
6. else : Sentence\_score *:=0.4;
7. end
8. end
9. return scores of sentences;
10. **end**

TSN IN Algorithm 3 is referred as total number of text sentences. Sentence\_loc is the location of sentence in text document.

The Algorithm 3 repeats line two to line eight for each sentence. Line two computes local score of sentences. The third line of the algorithm computes global score of sentence. The forth line computes sentence score according to local score and global score. The fifth line to the eighth line considers the sentence location. If sentence location is in the first section or last section of the text document, multiply its score by 0.4 otherwise multiply score of sentence by 0.2. Finally, the algorithm returns sentences scores in line ten.

E. Sentence Selection

After calculating scores of the sentences, we can use these scores to select the most important sentences of text. This is done by ranking sentences according to their scores in decreasing order. Sentences with higher score tend to be included in summary more than other sentences of the text document. In our technique these sentences have more similarity to title. This similarity is measured according to statistical and semantic techniques used in our technique. Another criterion to choose sentences for summary is Compression Rate. Compression rate is a scale to decrease the size of text summary. A higher compression rate leads to a shorter summary. We fix compression rate to 80%. Then n top-scoring sentences are selected according to compression rate to form the output summary.

IV. EVALUATION

Text summarization evaluation is a complicated task. We use three criterions to evaluate our system [28]:

\[
\text{Precision Rate} = \frac{\text{number of correctly selected sentences}}{\text{total number of selected sentences}} \tag{7}
\]

\[
\text{Recall Rate} = \frac{\text{number of correctly selected sentences}}{\text{total number of correct sentences}} \tag{8}
\]

\[
\text{F-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{9}
\]

We use DUC2002\(^1\) as input data to train neural network and test our technique. DUC 2002 is a collection of newswire articles, comprised of 59 document clusters. Each document in DUC2002 consists of 9 to 56 sentences with an average of 28 sentences. Each document within the collections has one or two manually created abstracts with approximately 100 words which are specified by a model.

We evaluate the technique for different PF. The best result was achieved for PF=0.25 as shown in Fig. 2. We compare our results with MS-word 2007, Gistsumm, and baseline summarizers. MS-word 2007 uses statistical criterions, such as term frequency, to summarize a text. Gistsumm uses the gist as a guideline to identify and select text segments to include in the final extract. Gist is calculated on the basis of a list of keywords of the source text and is the result of the measurement of the representativeness of intra- and inter-paragraph sentences. The baseline is the first 100 words from the beginning of the document as determine by DUC2002.

The results are shown in Fig. 3 and Fig. 4. The numerical results are shown in Table 1. The text number in Table 1 shows the text number in the tables. Our technique (OptSumm) reaches the average precision of 0.577, recall of 0.4935 and f-measure of 0.531. The MS-word 2007 summarizer achieves the average precision of 0.258, recall of 0.252 and f-measure of 0.254. The Gistsumm reaches the average precision of 0.333 and f-measure of 0.299. the baseline achieves the average of 0.388, recall of 0.28 and f-measure of 0.325. The results have shown that our system has better performance in comparison with MS-word 2007, Gistsumm and baseline summarizers.

Fig. 3, Fig. 4, and Fig. 5 show that the precision score, the Recall score, and F-measure are higher when we use OptSumm rather than MS-word 2007, Gistsumm, and baseline summarizers.

![Figure 2: the comparison of different PF](image-url)
important in a text. The evaluation results show better 
to determine the style of human reader and to which 
significant words of the text. A neural network was used 
to calculate words scores and identify 
summarize text documents. We introduced a new 
approach to calculate words scores and identify 
other features, such as font based feature and cue-phrase 
feature in words local score and calculate words scores 
based on it. Also the sentence local score and global score 
can be changed to reflect the reader's needs.

In this article, we proposed a new technique to 
summarize text documents. We introduced a new 
approach to calculate words scores and identify significant words of the text. A neural network was used to determine the style of human reader and to which words and sentences the human reader deems to be important in a text. The evaluation results show better performance than MS-word 2007, GistSumm, and baseline summarizers. In future work, we intend to use other features, such as font based feature and cue-phrase feature in words local score and calculate words scores based on it. Also the sentence local score and global score can be changed to reflect the reader's needs.
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Table I. The comparison of Precision and Recall among four summarizers

<table>
<thead>
<tr>
<th>Text Number</th>
<th>SET NO</th>
<th>Model</th>
<th>Precision</th>
<th>OptSumm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D06J</td>
<td>b</td>
<td>0.45</td>
<td>0.5</td>
<td>0.473</td>
<td>0.1</td>
<td>0.125</td>
<td>0.11</td>
<td>0.245</td>
<td>0.25</td>
<td>0.266</td>
<td>0.5</td>
<td>0.375</td>
<td>0.428</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>D06J</td>
<td>a</td>
<td>0.8</td>
<td>0.66</td>
<td>0.723</td>
<td>0.142</td>
<td>0.166</td>
<td>0.153</td>
<td>0.4</td>
<td>0.31</td>
<td>0.361</td>
<td>1.0</td>
<td>0.5</td>
<td>0.666</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>D10qg</td>
<td>a</td>
<td>0.875</td>
<td>0.18</td>
<td>0.529</td>
<td>0.365</td>
<td>0.22</td>
<td>0.273</td>
<td>0.33</td>
<td>0.166</td>
<td>0.220</td>
<td>0.625</td>
<td>0.73</td>
<td>0.577</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>D11he</td>
<td>b</td>
<td>0.8</td>
<td>0.44</td>
<td>0.507</td>
<td>0.25</td>
<td>0.111</td>
<td>0.135</td>
<td>0.25</td>
<td>0.111</td>
<td>0.153</td>
<td>0.8</td>
<td>0.44</td>
<td>0.567</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>D083b</td>
<td>b</td>
<td>8.5</td>
<td>0.428</td>
<td>0.461</td>
<td>0.4</td>
<td>0.285</td>
<td>0.332</td>
<td>0.25</td>
<td>0.142</td>
<td>0.181</td>
<td>0.4</td>
<td>0.285</td>
<td>0.332</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>D07lf</td>
<td>a</td>
<td>0.66</td>
<td>0.5</td>
<td>0.568</td>
<td>0.13</td>
<td>0.375</td>
<td>0.351</td>
<td>0.2</td>
<td>0.125</td>
<td>0.153</td>
<td>0.5</td>
<td>0.75</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>D07lf</td>
<td>a</td>
<td>0.5</td>
<td>0.5</td>
<td>0.72</td>
<td>0.325</td>
<td>0.25</td>
<td>0.225</td>
<td>0.44</td>
<td>0.5</td>
<td>0.468</td>
<td>0.2</td>
<td>0.125</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>D092e</td>
<td>a</td>
<td>0.85</td>
<td>0.666</td>
<td>0.746</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.57</td>
<td>0.22</td>
<td>0.317</td>
<td>0.2</td>
<td>0.111</td>
<td>0.142</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>D07be</td>
<td>a</td>
<td>0.36</td>
<td>0.666</td>
<td>0.726</td>
<td>0.31</td>
<td>0.361</td>
<td>0.2</td>
<td>0.16</td>
<td>0.177</td>
<td>0.75</td>
<td>0.6</td>
<td>0.5</td>
<td>0.545</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>D092e</td>
<td>a</td>
<td>0.275</td>
<td>0.5</td>
<td>0.328</td>
<td>0.17</td>
<td>0.32</td>
<td>0.36</td>
<td>0.57</td>
<td>0.441</td>
<td>0.4</td>
<td>0.15</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>D11he</td>
<td>b</td>
<td>0.875</td>
<td>0.777</td>
<td>0.823</td>
<td>0.5</td>
<td>0.55</td>
<td>0.525</td>
<td>0.6</td>
<td>0.33</td>
<td>0.425</td>
<td>0.166</td>
<td>0.111</td>
<td>0.133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>D10ge</td>
<td>f</td>
<td>0.107</td>
<td>0.33</td>
<td>0.161</td>
<td>0.01</td>
<td>0.11</td>
<td>0.018</td>
<td>0.09</td>
<td>0.11</td>
<td>0.099</td>
<td>0.1</td>
<td>0.15</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>D09he</td>
<td>0.125</td>
<td>0.142</td>
<td>0.132</td>
<td>0.125</td>
<td>0.142</td>
<td>0.322</td>
<td>0.166</td>
<td>0.122</td>
<td>0.166</td>
<td>0.166</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>average</td>
<td>0.577</td>
<td>0.4935</td>
<td>0.331</td>
<td>0.258</td>
<td>0.252</td>
<td>0.254</td>
<td>0.333</td>
<td>0.272</td>
<td>0.299</td>
<td>0.388</td>
<td>0.28</td>
<td>0.325</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


