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Abstract—Social tagging applications allow users to annotate online resources, resulting in a complex network of interrelated users, resources and tags often called a Folksonomy. A folksonomy is often represented as a hyper-graph in which each hyper-edge connects a user, resource and tag. This tripartite hyper-graph is often used by data mining applications to provide services for the user such as tag recommenders. This paper provides an overview on the state of the art of graph-based tag recommendation from a critical perspective. In addition, we suggest improving the existing graph-based tag recommendation techniques by introducing a new model of the folksonomy as a directed graph.

I. INTRODUCTION

Collaborative tagging systems such as Delicious1, lastFm2, and Bibsonomy3 have emerged as powerful applications for Internet users. Tagging systems support users with several benefits. First they allow users to organize their own data with a level of freedom not possible in traditional taxonomic filing systems. Secondly they provide users with the means to openly share this information among friends and colleagues. Thirdly they also allow anyone to utilize the collective knowledge of others for discovering new topics, resources or perhaps even new friends.

While social tagging systems have many benefits, they also present several challenges. Most tagging applications permit unsupervised tagging; users are free to use any tag they wish to describe a resource. This unsupervised tagging can result in tag redundancy – in which several tags have the same meaning – or tag ambiguity – in which a single tag has many different meanings. Such inconsistencies can confound users as they attempt to utilize the folksonomy. It can be difficult for users to traverse the sheer volume of data. Moreover, noise in the data can impede the user experience. Data mining applications such as tag recommenders make it easier for the user to navigate the system.

Tag recommendation, the suggestion of tags during the annotation process reduces the user effort. By reducing the effort users are encouraged to tag more frequently, apply more tags to an individual resource, reuse common tags, and perhaps use tags the user had not previously considered. Moreover, user error is reduced by eliminating redundant tags caused by capitalization inconsistencies, punctuation errors, misspellings and other discrepancies. The tag recommender can further promote a core tag vocabulary steering the user toward adopting certain tags while not imposing any strict rules. The tag recommender may even avoid ambiguous tags in favor of tags that offer greater information value. This may aid other users when navigating through the folksonomy to find interesting resources related to a tag which is more often used by other users. In order to develop a recommender applications in a social tagging system the first step is to create a model of the folksonomy that takes into account the information flow between users, resources and tags.

In this paper we present a critical view on the existing graph-based tag recommendation approaches specifically on one of the most popular techniques, called FolkRank. In addition, we propose a weighted directed graph which models the informational channels of a folksonomy. We then apply PageRank to this model for tag recommendation. Our claim for a directed graph to model the folksonomy is based on the observation that the user navigation from one object (user, resource, or tag) to another object is not symmetric and by considering different weights on the edges of each direction we can better model the navigating from one node to the other.

II. RELATED WORK

Tag recommenders assist in the tagging process by suggesting users a set of tags that they are likely to use for a resource. Personalized tag recommenders take the users’ tagging behavior in the past into account when they recommend tags. Researchers have applied different data mining and machine learning techniques to the tag recommendation problem.

Association rules are explored in [10] to recommend tags and introduce an entropy-based metric to find how predictable a tag is. The title of a resource and the user vocabulary is used in [14] to generate recommendations. The results show that tags retrieved from the user’s vocabulary outperform recommendations driven by resource information. Basile et al propose a classification algorithm for tag recommendation in [3] and Adrian et al. suggest a semantic tag recommendation system in the context of a semantic desktop in [2].

User-defined tags and co-occurrence are employed by [18] to recommend tags to users on Flickr. The assumption is that the user has already assigned a set of tags to a photo and the recommender uses those tags to recommend more tags. A similar study is conducted in [8] and a classification algorithm
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1http://delicious.com/
2http://www.last.fm/
3http://www.bibsonomy.org/
for tag recommendation is introduced. An adaption of K-
Nearest Neighbor for tag recommendation is presented in [9]
and it has been shown that incorporating user tagging habits
into recommendation can improve recommendation. More-
over, [19] uses single aspect PLSA\(^4\) for tag recommendation.

Hotho et al. suggest an approach for converting the folkson-
yomy into an undirected tripartite graph and use an adaptation
of PageRank (called Adapted PageRank or simply PageRank)
to facilitate search and recommendation in folksonomies [12],
[11]. However, their representation based on an undirected
graph has a shortcoming in that weights that flow in one
direction of an edge will go back along the same edge in the
next iteration of PageRank. To overcome this shortcoming,
FolkRank was proposed. FolkRank has been one of the most
successful tag recommendation algorithms in folksonomies to
date.

Increasing interest in improving the effectiveness of tag
recommendation attracted many researchers from all over the
world to the ECML/PKDD Discovery Challenge 2009 [7]
which was mainly focused on tag recommendation. Different
data mining approaches including content-based techniques,
probabilistic models, and factor models have been applied for
tag recommendation. The the most successful algorithm for
graph-based tag recommendation was introduced by Rendle
and Thieme [16] which uses pairwise interaction tensor fac-
torization for tag recommendation. The algorithm explicitly
models the pairwise interactions between users, items and
tags. Figure 1 shows the results from authors’ experiments
on comparison of their proposed approach with other popular
tag recommendation algorithms. We can see in this figure that
PageRank shows the worst results while FolkRank and the
suggested algorithm are comparable.

Our contributions in this paper are two-fold. First, we
demonstrate that with appropriate parameterizations, PageR-
rank can outperform FolkRank in tag recommendation. Second,

\[ x_p = (1 - \gamma) \sum_{q \in Q_p} \frac{x_q}{|H_q|} + \gamma \]  

(1)

Where \( H_q \) is the set of all pages linked from \( q \), and \(|H_q|\) is the
outdegree of \( q \). The equation can be reformulated as the

\[ A \begin{bmatrix} 0 & 0 & 1 \\ .5 & 0 & 0 \\ .5 & 1 & 0 \end{bmatrix} \]

Fig. 2. A simplified example for presentation of PageRank algorithm

Fig. 1. Comparison of different state of the art tag recommendation techniques
taken from [16]

\( ^4 \)Probabilistic Latent Semantic Analysis
Fig. 3. We can reduce the hypergraph into three bipartite graphs with regular edges. The graphs model aggregate associations between users and resources (UR), users and tags (UT), and tags and resources (TR) following linear system:

\[ x = (1 - \gamma)Wx + \gamma v \]  

Here, the damping factor \( \gamma \) determines the influence of \( \gamma \), which is typically defined as \( v = [1, \ldots, 1]^T \) but may be personalized with user preferences. The transition matrix, \( W = \{w_{ij}\} \) is defined as \( w_{ij} = \frac{1}{|H_j|} \) if there exists a link from \( j \) to \( i \) and \( w_{ij} = 0 \) otherwise. Every column must sum to either 1 or 0, making the matrix \( W \) column stochastic. The transition matrix for our simple example is shown in figure 2.

In order to compute personalized PageRank, \( v \) can be used to express user preferences by giving a higher weight to the components which represent the users preferred web pages. We call such vector, \( v \), a “preference vector” and will use that for tag recommendation. In this case, the value of \( \gamma \in [0, 1] \) controls the influence of the preference vector. The preference vector allows the algorithm to be trained on a specific region of the graph.

IV. FOLKSONOMY GRAPH

In order to model networks of folksonomies at an abstract level, we use the formalization introduced by Mika [15], representing the system as a tripartite graph with hyperedges. The set of vertices is partitioned into the three disjoint sets \( U = u_1, u_2, \ldots, u_k \) corresponding the set of users, \( T = \{t_1, t_2, \ldots, t_m\} \) the set of tags, \( R = r_1, r_2, \ldots, r_l \) the set of resources or objects annotated. In a social tagging system, users associate objects with tags, creating ternary associations between the user, the tag and the resource. Thus we can define \( A \), a set of annotations, represented as user-resource-tag triples.

\[ A \subseteq \{(u, r, t) : u \in U, r \in R, t \in T\} \]  

Thus, the folksonomy can be described as a four-tuple \( D = (U, R, T, A) \). To simplify analysis, we can reduce the hypergraph into three bipartite graphs with regular edges. The graphs model aggregate associations between users and resources (UR), users and tags (UT), and tags and resources (TR) [15], [12]. Aggregate projections of the data can reduce the dimensionality by sacrificing information [17]. The relation between resources and tags can be formulated as a two-dimensional projection, \( RT \), such that each entry, \( RT(r, t) \), is the weight associated with the resource, \( r \), and the tag, \( t \). This weight may be binary, merely showing that one or more users
have applied that tag to the resource, or it may be finer grained using the number of users that have applied that tag to the resource:

\[ RT(r,t) = \left| \{a = \langle u, r, t \rangle \in A : u \in U \} \right| \]  

(4)

Such a measure is equivalent to term frequency or if common in Information Retrieval. Similar two-dimensional projections can be constructed for \( UR \) in which the weights correspond to users and tags, and \( UT \) in which the weights correspond to users and resource where

\[ UT(u,t) = \left| \{a = \langle u, r, t \rangle \in A : r \in R \} \right| \]  

(5)

\[ UR(u,r) = \left| \{a = \langle u, r, t \rangle \in A : t \in T \} \right| \]  

(6)

In words, the bipartite graph \( UT \) links the users to the tags that they have associated at least to one resource. Each link is weighted by the number of times the person has used that tag. \( UR \) links the users to the resources that they have tagged. Each link is weighted by the number of tags the person has used for that resource. Figure 3 shows the steps of the described process.

V. FOLKSONOMY-ADAPTED PAGERANK

Hotho et. al [12], [11] introduced an adaption to PageRank for folksonomies with the same basic notion that a resource which is tagged with important tags by important users becomes important itself. The same holds, symmetrically, for tags and users. Unlike the original PageRank that only deals with pages and links between them, the folksonomy Adapted PageRank considers three dimensions of users, resources, and tags. The folksonomy can be represented by a tripartite hypergraph in which the vertices are mutually reinforcing each other by spreading their weights.

Hotho et. al use the projections introduced in section IV and reduce the tripartite hypergraph to three bipartite graphs with regular edges, \( RT, UR, \) and \( UT \), which reflect the relations between resources and tags, users and resources, and users and tags respectively. These three projections taken together produce a weighted undirected tripartite graph with set of nodes: \( V = U \cup R \cup T \) and weighted edges \( E = \{ \{u,t\}, \{r,t\}, \{u,r\} | (u,t,r) \in A \} \), with each edge \( \{u,t\} \) being weighted with \( UT(u,t) \), each edge \( \{t,r\} \) with \( RT(r,t) \), and each edge \( \{u,r\} \) being weighted with \( UR(u,r) \). The adjacency matrix of this graph is shown in figure 4. The folksonomy transition matrix is built by normalizing each column of the matrix to 1. Such column-stochastic matrix is applied as \( W \) in equation 2 to find the rank of each element in folksonomy.

A. FolkRank

The problem with adapted PageRank is that it is based on an undirected graph while the origin of PageRank comes from the in-link and out-link concepts. Thus, in the Adapted PageRank algorithm, weights that flow in one direction of an edge will basically swash back along the same edge in the next iteration. Therefore the result is very similar to a ranking based on counting edge degrees [12]. Hotho et al. [12], [11] suggest FolkRank to solve this problem.

The FolkRank vector is taken as a difference between two computations of PageRank: one with a preference vector and one without the preference vector. The preference vector \( v \) in equation 2 is designed in a way that it gives higher weight to specific elements based the goal of ranking. For example, if the goal is to search for resources given a specific tag, the preference vector would give higher weight to that tag. More formally, if we consider \( x_0 \) to be the fixed point from equation 2 without preference vector and \( x_1 \) as the fixed point with preference vector \( p \), then the FolkRank vector is defined as

\[ x = x_1 - x_0 \]  

(7)

Because a generic but popular item will receive a similar PageRank score in both models, its FolkRank will be reduced to 0 (or less, if its new score is less than the original).

The inventors of FolkRank [12], [13] claim that \( x \) resulted from FolkRank provides valuable results on a large-scale real-world dataset while \( x_1 \), provides an unstructured mix of topic-relevant elements with elements having high edge degree.

However, our experimental results and analysis in the next sections show that with correct parameterization of the damping factor, adapted PageRank produces better results than FolkRank.

B. Graph-Based Tag Recommendation in Folksonomies

In traditional recommendation algorithms the input is often a user, \( u \), and the output is a set of items, \( I \). The user experience is improved if this set of items is relevant to the user’s needs. Tag recommendation in folksonomies however differs in that the input is both a user, \( u \), and a resource, \( r \). The output remains a set of items, in this case a recommended set of tags, \( T_r \). An algorithm for tag recommendation in folksonomies therefore requires a means to include both user and resource information in the process so that the recommendation set includes tags that are relevant to the resource and also represent the user’s tagging practice.

In order to generate tag recommendations the preference vector is biased towards the query user and resource [13].
These elements are given a substantial weight in the preference vector where all other elements have uniformly small weights. Similar to [13] each user, tag and resource gets a preference weight of 1 while the target user and resource get a preference weight of $1 + |U|$ and $1 + |R|$, resp.

The value of $\gamma \in [0,1)$ in equation 2 controls the impact of the preference vector. The higher it gets, the more the algorithm is biased toward the target user and resource. However, in previous tag recommendation experiments, authors [13], [16] have only tested the algorithms by fixing the value of $\gamma = .3$ without any specific reasoning, which indeed provides the best results for FolkRank but not for the PageRank algorithm. In this work, we will show that with increasing the value of $\gamma$, FolkRank will not do as well, and in fact PageRank can provide much better results.

VI. A WEIGHTED DIRECTED GRAPH MODEL FOR FOLKSONOMIES

The problem with the weighting schema of Adapted PageRank is that the weight of the undirected edges does not accurately reflect the flow of information across the folksonomy. We extend this graph model to consider the expectation of hypothetical user navigating from one node to another. Consider $r$ representing a non-popular resource and $t$ representing a popular tag associated to $r$ in a folksonomy. For instance, in figure 5, an arbitrary example is given where $T_1$ is a popular tag while $R_3$ is a non-popular resource. In the current weighting schema of Adapted PageRank, the weight between $r$ and $t$ is defined by the number of users who associate them together represented with $RT(r, t) = |u \in U : (u, t, r) \in A|$.

Our weighting schema suggests that the weight from $r$ to $t$ should be higher than the weight from $t$ to $r$ since $t$ is a popular tag and a user is more likely to navigate from a non-popular resource to a popular tag than navigating from a popular tag to a non-popular resource.

Our proposed weighting approach is inspired by the weighted PageRank algorithm [1], where the importance of pages are considered for weighting the graph. The weighted PageRank algorithm in [1] assigns larger rank values to more important (popular) pages instead of dividing the rank value of a page evenly among its out-link pages. Each out-link page gets a value proportional to its popularity (its number of in-links and out-links).

We take a similar approach and our goal is to assign different weights to each direction of the link based on the popularity of the in-link element. Since we face a folksonomy graph, we have three different types of vertices (U,R,T) and each edge connects two types of the vertices. The popularity of the elements is defined differently for each type of edge and is based on the number of connected elements of the third type of vertex. To clarify, consider an edge between resource $r$ and tag $t$. Popularity of $t$ is defined as the sum of all users who have used the tag $t$ (sum of the in-links to tag $t$ from the user nodes). The weight from $r$ to $t$ is defined as multiplicative factor of popularity and $RT(r,t)$. Similarly, the popularity of $r$ will be the total of number of users who have annotated resource $r$ in their profile. In our arbitrary example, the number of users who have tag $T_1$ in their profile is 3 while the number of users who have resource $R_3$ is 1. So the weight of the link from $R_3$ to $T_1$ is three times higher than the weight from $T_1$ to $R_3$. Equations 8 and 9 show the formal definitions of edge weights from $r$ to $t$ and from $t$ to $r$ respectively.

$$weight(r \rightarrow t) = RT(r,t) \times \sum_{r' \in R} RT(r',t) \hspace{1cm}(8)$$

$$weight(t \rightarrow r) = RT(r,t) \times \sum_{t' \in T} RT(r,t') \hspace{1cm}(9)$$

The weight of an edge between tag $t$ and user $u$ is defined as follows. Popularity of tag $t$ is the number of all resources associated with $t$ and the popularity of user $u$ is the sum of all resources tagged by the user $u$. The following equations show the formal definitions for the edge weights.

$$weight(u \rightarrow t) = UT(u,t) \times \sum_{u' \in U} UT(u',t) \hspace{1cm}(10)$$

$$weight(t \rightarrow u) = UT(u,t) \times \sum_{t' \in T} UT(u,t') \hspace{1cm}(11)$$

Weights of UR edges are defined similarly. Popularity of user $u$ is defined as the number of all tags the user has applied and popularity of $r$ will be the sum of number of tags assigned to $r$. Thus, the weights are defined as follows:

$$weight(u \rightarrow r) = UR(u,r) \times \sum_{u' \in U} UR(u',r) \hspace{1cm}(12)$$

$$weight(r \rightarrow u) = UR(u,r) \times \sum_{r' \in R} UR(u,r') \hspace{1cm}(13)$$

With the proposed weighting schema, we have a weighted directed graph and we can apply the PageRank algorithm. In the following section we use the suggested graph model for tag recommendation and compare the results with FolkRank and PageRank with undirected graph.
VII. EXPERIMENTAL EVALUATION

Our tag recommendation algorithm uses the PageRank algorithm with the directed graph described above. We also experimentally analyze the effect of changing the parameter $\gamma$ in equation 2 for the three approaches: PageRank with undirected graph, FolkRank, and PageRank with directed graph. As described before, for all experiments, we bias the preference vector by setting the weight of $1 + |U|$ and $1 + |R|$ for the target user and resource respectively, while other users, tags and resources get equal weight of 1.

First, we describe the methods used to gather and pre-process data for the experiments and provide details of our datasets. Next, we discuss our testing methodology and briefly explain the common metrics recall and precision and then detail the results of our experiments.

A. Datasets

We have chosen three datasets for our experiments: Delicious, Bibsonomy and Citeulike. In order to reduce noise and focus on the denser portion of the dataset a $P$-core was taken such that each user, resource and tag appear in at least $p$ posts as in [4], [13]. A post is defined as a user, resource and all tags applied by that user to that resource.

Delicious is a popular Web site in which users annotate URLs. On 10/19/2008, 198 of the most popular tags were taken from the user interface. For each of these tags the 2,000 most recent annotations including the contributors of the annotations were collected. This resulted in 99,864 distinct usernames. For each user the social network was explored recursively resulting in a total of 524,790 usernames. From 10/20/2008 to 12/15/2008 the complete profiles of all users were collected. Each user profile consisted of a collection of posts including the resource, tags and date of the original bookmark. The top 100 most prolific users were visually inspected; twelve were removed from the data because their post count was many orders of magnitude larger than other users and were suspected to be Web-bots. Due to memory and time constraints, 10% of the user profiles was randomly selected. A $P$-core of 20 was taken from this dataset for experiments.

The Bibsonomy dataset was gathered on 1/1/2009 encompassing the entire system. This data set has been made available by the system administrators. A 5-core was taken to reduce noise and increase density.

Citeulike is a popular online tool used by researchers to manage and discover scholarly references. They make their dataset freely available to download. On 2/17/2009 the most recent snapshot was downloaded. The data contains anonymous user ids and posts for each user including resources, the date and time of the posting and the tags applied to the resource. A $P$-core of 5 was calculated.

Table I summarizes the base statistics for each dataset. From these fundamental numbers we derive a few simple statistics which help to characterize the “density” of the post-processed datasets. The average number of tags in a Delicious post is 3.82, and the average number of posts per user is 94.04. For Citeulike, the averages are 2.50 tags per post and 20.61 posts per user; for Bibsonomy, 3.39 and 39.2. We therefore note that Delicious has by far the most tagging data per user, followed by Bibsonomy, and Citeulike last. In terms of posts per resource, we again see that Delicious has far and away the highest average with 46.1; Citeulike and Bibsonomy are nearly identical in this respect (7.86 vs. 7.82, respectively).

An important distinction between the datasets is their focus. Users in Delicious are able to tag any URL available on the Web. As such an individual’s interests are often varied encompassing many topics. In Citeulike, however, researchers tag scholarly publications and their tagging is often focused in their area of expertise. Due to its dual-nature, we expect Bibsonomy users to display a somewhat mixed approach.
Fig. 7. The effect of changing $\gamma$ on precision and recall for a recommendation set of 10 tags in Citeulike data set

Fig. 8. The effect of changing $\gamma$ on precision and recall for a recommendation set of 10 tags in Delicious data set

We have adopted the test methodology as described in [13]. In this approach, called LeavePostOut, a single post is randomly removed from each user’s profile. The training set is then comprised of all of the remaining data, while the test set contains one test case per user. Each test case consists of a user, $u$, a resource, $r$, and all the tags the user has applied to that resource. These tags, $T_h$, are analogous to the holdout set commonly used in Information Retrieval. The tag recommendation algorithms accept the user-resource pair and return an ordered set of recommended tags, $T_r$. From the holdout set and recommendation set utility metrics were calculated. For each evaluation metric the average value is calculated across all test cases.

For the evaluation we use the common recall and precision measures as is common in Information Retrieval. Recall is a metric for completeness of the recommendation results and measures the percentage of items in the recommendation set that appear in the test set. Precision is a metric for exactness of the recommendation results and measures the percentage of items in the test set that appear in the recommendation set. In order to be able to compare the performance of the algorithms, we use F-measure defined as follows:

$$F\text{-Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$ (14)

B. Experimental Results

Here we present our experimental results with tuning of value of $\gamma$ and changing the number of recommended tags. We have recorded the values of precision and recall with changing the number of recommended tags from 1 to 10 and also changing the value of $\gamma$ between .05 to 1. The Adapted PageRank results are shown with abbreviation of “APR” in the graphs. Figures 6 through 8 show the effect of changing the value of $\gamma$ on precision and recall for the three data sets. The charts show the precision and recall values for recommendation set of 10 tags (Recall at 10 and Precision at 10) when changing the value of $\gamma$.

Increasing the value of $\gamma$ indicates a greater emphasis on the preference vector and our results show that increasing $\gamma$ has a consistently positive effect on tag recommendation using the Adapted PageRank algorithm. Even though the results for $\gamma = .99$ still show an improvement, setting the value of $\gamma = 1$ will drastically reduce the recommendation precision to nearly zero. This is expected, as $\gamma = 1$ in equation 2 means that there is no learning involved and the final resulting vector is equal to the preference vector.

Our results show that for FolkRank, on the other hand, by increasing the value of $\gamma$, the performance decreases. To explain this we should note that FolkRank is basically the difference of the resulting weights of the adapted PageRank
with and without preference vector. As the value of \( \gamma \) increases the result is more and more focused on the preference vector which results in higher weights for the nodes that are connected to the target nodes. The differential approach in FolkRank is supposed to compute a topic-specific ranking of the elements in a folksonomy. However, the fact that the weights from the PageRank without preference \((x_0)\) are subtracted from the one with preference vector \((x_1)\) creates negative values in the resulting vector for any node which has a higher value in \(x_1\). This is useful for small values of \(\gamma\) to remove the high weighted popular nodes, however, as the value of \(\gamma\) increases \(x_1\) is more and more representative of the actual ranks considering the specific resource and tag. By subtracting \(x_0\) from \(x_1\) we end up with an ad-hoc unrealistic weight vector, since we might omit many high weighted nodes in \(x_1\) only because they have occurred with a higher weight in \(x_0\).

The above charts show the results when the number of recommended tags is fixed to 10. We want to examine if this results are valid when we change the number of recommended tags. Figure 9 shows the results for different values of precision and recall when recommending from 1 to 10 tags. In this experiment, we keep the value of \(\gamma\) constant and set it to the value that results in best performance for each technique. From figure 7 we can observe that this value is .3 for FolkRank and .99 for Adapted PageRank. In this figure we can observe that the adapted PageRank using the directed graph outperforms the undirected version and the FolkRank for all values of precision and recall. Figure 10 shows similar results comparing the F-measure for different approaches. This figure confirms that the performance of the adapted pagerank is better than FolkRank, and that the directed graph model outperforms the undirected one for recommendation of any number of tags.\(^5\) Note that the rightmost point of this graph is the one which is presented in figure 7. Although in this figure it seems that all points converge to the same value, our significance tests show that the differences are significant even for that point.

\(^5\)The difference between the F-measure values in figure 10 and 1 is because of the difference in the data set used in our experiments. Our experiments were performed before the release of the new data set by Bibsonomy.
C. Discussion

The results from different data sets show that increasing the value of $\gamma$ results in increasing the recommendation accuracy of the PageRank algorithm and it has the opposite effect for the FolkRank. We can see that performance of FolkRank drops when the value of $\gamma$ increases. The comparison of directed and undirected graphs show that directed graph produces better or similar results across different datasets. In Bibsonomy and Citeulike the results of the directed graph are considerably better for certain values of $\gamma$.

We performed significance test to determine if the differences between observed values from each approach in different data sets are significant. We used pair sample t-test and compared the mean of precision and recall resulting from the constant $\gamma$ which produces the best results for each technique. The results from the significance test show that the differences between the values from the directed graph is significantly better than the undirected one for Bibsonomy and Citeulike datasets with $p < .001$. However, in Delicious dataset the differences are not significant which means that we can not reject the null hypothesis that the two approaches (directed and undirected graph models) produce similar results. This difference is likely because of existence of much broader concepts in Delicious and deserves further investigation. The significance tests show that in all datasets the Adapted PageRank significantly outperforms FolkRank.

VIII. CONCLUSION AND FUTURE WORK

In this paper we suggested to model the folksonomy as a weighted directed graph which can capture the informational channels of a folksonomy. We then applied PageRank to this model for tag recommendation. Our extensive evaluation on three real world datasets revealed that with appropriate parameterization, Adapted PageRank can outperform FolkRank in tag recommendation. In addition, we have shown that with modeling the folksonomy as a directed weighted graph, we can get further improvement in accuracy of the recommendations.

Future work can improve the weighting schemas to better model the probability of navigation in the folksonomy and apply the graph models for search and resource recommendation. Moreover, efficiency and scalability are major drawbacks of this algorithm which deserve more attention. In the current setting, since the preference vector is dependent on the target resource and user, all the iterative calculation must be done in online recommendation phase which depending on the size of the folksonomy can be quite time consuming. Developing new algorithms that can help calculate the personalized PageRank with an incremental approach -so that the complete iteration calculations are not necessary at the run time- can be a valuable future work which can improve personalized search and recommendation not only in the social tagging environment but also in other Web applications.
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Special issues feature specifically aimed and targeted topics of interest contributed by authors responding to a particular Call for Papers or by invitation, edited by guest editor(s). We encourage you to submit proposals for creating special issues in areas that are of interest to the Journal. Preference will be given to proposals that cover some unique aspect of the technology and ones that include subjects that are timely and useful to the readers of the Journal. A Special Issue is typically made of 10 to 15 papers, with each paper 8 to 12 pages of length.

The following information should be included as part of the proposal:
- Proposed title for the Special Issue
- Description of the topic area to be focused upon and justification
- Review process for the selection and rejection of papers.
- Name, contact, position, affiliation, and biography of the Guest Editor(s)
- List of potential reviewers
- Potential authors to the issue
- Tentative time-table for the call for papers and reviews

If a proposal is accepted, the guest editor will be responsible for:
- Preparing the “Call for Papers” to be included on the Journal’s Web site.
- Distribution of the Call for Papers broadly to various mailing lists and sites.
- Getting submissions, arranging review process, making decisions, and carrying out all correspondence with the authors. Authors should be informed the Instructions for Authors.
- Providing us the completed and approved final versions of the papers formatted in the Journal’s style, together with all authors’ contact information.
- Writing a one- or two-page introductory editorial to be published in the Special Issue.

Special Issue for a Conference/Workshop

A special issue for a Conference/Workshop is usually released in association with the committee members of the Conference/Workshop like general chairs and/or program chairs who are appointed as the Guest Editors of the Special Issue. Special Issue for a Conference/Workshop is typically made of 10 to 15 papers, with each paper 8 to 12 pages of length.

Guest Editors are involved in the following steps in guest-editing a Special Issue based on a Conference/Workshop:
- Selecting a Title for the Special Issue, e.g. “Special Issue: Selected Best Papers of XYZ Conference”.
- Sending us a formal “Letter of Intent” for the Special Issue.
- Creating a “Call for Papers” for the Special Issue, posting it on the conference web site, and publicizing it to the conference attendees.
- Information about the Journal and Academy Publisher can be included in the Call for Papers.
- Establishing criteria for paper selection/rejections. The papers can be nominated based on multiple criteria, e.g. rank in review process plus the evaluation from the Session Chairs and the feedback from the Conference attendees.
- Selecting and inviting submissions, arranging review process, making decisions, and carrying out all correspondence with the authors. Authors should be informed the Author Instructions. Usually, the Proceedings manuscripts should be expanded and enhanced.
- Providing us the completed and approved final versions of the papers formatted in the Journal’s style, together with all authors’ contact information.
- Writing a one- or two-page introductory editorial to be published in the Special Issue.
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