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Abstract— This paper introduces the main challenges and
future research directions for the Ontology Alignment prob-
lem. To date a good number of ontology alignment solutions
have been proposed. These solutions utilise a wide variety
of techniques from machine learning to uncertain reasoning.
However, none of the approaches have proved to be an inte-
grated solution, which can be used by different communities.
Since 2004, the Ontology Alignment Initiative (OAEI) has
established an annual evaluation for systems that could be
tested using the same datasets. This, of course, has helped
to improve the work on ontology alignment, as the ontology
community now has a set of common datasets to make
comparisons on the performance of different algorithms
for ontology alignment. In this paper we discuss the main
challenges and roadblocks that need to be addressed in order
to built successful mapping frameworks. Finally this paper
presents DSSim and our results on the ontology evaluation
2008.

Index Terms— ontology mapping, uncertain reasoning

I. CHALLENGES ON ONTOLOGY ALIGNMENT

The Ontology Alignment Community has identified
several challenges [1], [2], which are considered as major
roadblocks for successful future implementations of ontol-
ogy mapping systems. In our context (ontology mapping
for question answering), we have identified five critical
and interrelated challenges that can be considered as
roadblocks for future successful mapping frameworks.
The first challenge relates to the representation, the second
to the quality of the data and the third one to the
efficient ontology alignment for large ontologies. The
fourth and the fifth challenge goes beyond the information
related concepts and tries to address the overall difficulties
namely the problem of generic and intelligent systems.
We will discuss each our suggested challenges in turn.

A. Representation and interpretation problems

The vision of the Semantic Web is to achieve machine-
processable interoperability through the annotation of the
content. This implies that computer programs can achieve
a certain degree of understanding of such data and use it to
reason about user specific tasks like question answering or
data integration. Data on the semantic web is represented
by ontologies, which typically consist of a number of
classes, relations, instances and axioms. These elements
are expressed using a logical language. The W3C has

proposed RDF(S) [3] and OWL [4] as Web ontology
language however OWL has three increasingly-expressive
sublanguages (OWL Lite, OWL DL, OWL Full) with dif-
ferent expressiveness and language constructs. In addition
to the existing Web ontology languages W3C has pro-
posed other languages like SKOS [5], which is a standard
to support the use of knowledge organization systems
(KOS) such as thesauri, classification schemes, subject
heading systems and taxonomies within the framework
of the Semantic Web. SKOS are based on the Resource
Description Framework (RDF) and it allows information
to be passed between computer applications in an interop-
erable way. Ontology designers can choose between these
language variants depending on the intended purpose of
the ontologies. The problem of interpreting semantic web
data however stems not only from the different language
representations [6] but the fact that ontologies especially
OWL Full has been designed as a general framework
to represent domain knowledge, which in turn can differ
from designer to designer. Consider the following excerpts
Fig. 1, 2 from different FAO (Food and Agricultural
Organization of the United Nations) ontologies.

Assume we need to assess similarity between classes
and individuals between the two ontologies. In fragment
one a class c 8375 is modelled as named OWL individ-
uals. In the class description only the ID is indicated
therefore to determine the properties of the class one
needs to extract the necessary information from the actual
named individual. In Fig. 2 the classes are represented
as RDF individuals where the individual properties are
defined as OWL data properties. One can note the dif-
ference how the class labels are represented on Fig. 1
through rdfs:label and Fig. 2 through hasNameScientific
and hasNameLongEN tags. From the logical representa-
tion point of view both ontologies are valid separately
and no logical reasoner would find inconsistency in them
individually. However the problem occurs once we need
to compare them in order to determine the similarities
between classes and individuals. It is easy to see that once
we need to compare the two ontologies a considerable
amount of uncertainty arises over the classes and its
properties and in a way they can be compared. This
uncertainty can be contributed to the fact that due to the
different representation certain elements will be missing
for the comparison e.g. we have label in fragment Fig.
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Figure 1. Ontology fragment from the AGROVOC ontology

Figure 2. Ontology fragment from the ASFA ontology

1 but is missing from fragment Fig. 2 but there is
hasNameLongEN tag in fragment Fig. 2 but missing in
fragment Fig. 1.

As a result of these representation differences ontol-
ogy mapping systems will always need to consider the
uncertain aspects of how the semantic web data can be
interpreted.

B. Quality of the Semantic Web Data

Data quality problems [7] [8] in the context of database
integration [9] have emerged long before the Semantic
Web concept has been proposed. The major reason for
this is the increase in interconnectivity among data pro-
ducers and data consumers, mainly spurred through the
development of the Internet and various Web-based tech-
nologies. For every organisation or individual the context
of the data, which is published can be slightly different
depending on how they want to use their data. Therefore
from the exchange point of view incompleteness of a
particular data is quite common. The problem is that
fragmented data environments like the Semantic Web
inevitably lead to data and information quality problems
causing the applications that process this data deal with

Figure 3. Ontology fragment from the Web directories ontology

ill-defined, inaccurate or inconsistent information on the
domain. The incomplete data can mean different things to
data consumer and data producer in a given application
scenario. In traditional integration scenarios resolving
these data quality issues represents a vast amount of time
and resources for human experts before any integration
can take place. Data quality has two aspects

• Data syntax covers the way data is formatted and
gets represented

• Data semantics addresses the meaning of data
Data syntax is not the main reason of concern as it

can be resolved independently from the context because
it can be defined what changes must occur to make the
data consistent and standardized for the application e.g.
defining a separation rule of compound terms like “MSc-
Thesis”, “MSc Thesis”. The main problem what Semantic
Web applications need to solve is how to resolve semantic
data quality problems i.e. what is useful and meaningful
because it would require more direct input from the users
or creators of the ontologies. Clearly considering any kind
of designer support in the Semantic Web environment is
unrealistic therefore applications itself need to have built
in mechanisms to decide and reason about whether the
data is accurate, usable and useful in essence, whether it
will deliver good information and function well for the
required purpose. Consider the following example Fig. 3
from the directory ontologies.

As figure Fig. 3 shows we can interpret Windows Vista
as the subclass of the operating systems however the
designer has indicated that it has a specific serial number
therefore it can be considered as an individual as well.
At any case the semantic data quality is considered as
low as the information is dubious therefore the Semantic
Web application has to create its own hypothesises over
the meaning of this data.

C. Efficient mapping with large scale ontologies

Ontologies can get quite complex and very large,
causing difficulties in using them for any application [10]
[11]. This is especially true for ontology mapping where
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overcoming scalability issues becomes one of the decisive
factors for determining the usefulness of a system. Nowa-
days with the rapid development of ontology applications,
domain ontologies can become very large and complex.
This can partly be contributed to the fact that a number of
general knowledge bases or lexical databases have been
and will be transformed into ontologies in order to support
more applications on the Semantic Web. Consider for
example WordNet. Since the project started in 1985 Word-
Net 1 has been used for a number of different purposes
in information systems. It is popular general background
knowledge for ontology mapping systems because it con-
tains around 150.000 synsets and their semantic relations.
Other efforts to represent common sense knowledge as
ontology is the Cyc project 2, which consists of more
than 300.000 concepts and nearly 3.000.000 assertions
or the Suggested Upper Merged Ontology(SUMO)3 with
its 20.000 terms and 70.000 axioms when all domain
ontologies are combined. However the far largest on-
tology so far (according to our knowledge) in terms
of concept number is the DBPedia 4 , which contains
over 2.18 million resources or “things”, each tied to an
article in the English language Wikipedia. Discovering
correspondences between these large scale ontologies is
an ongoing effort however only partial mappings have
been established i.e. SUMO-Wordnet due to the vast
amount of human and computational effort involved in
these tasks. The Ontology Alignment Initiative 2008 [12]
has also included a mapping track for very large cross
lingual ontologies, which includes establishing mappings
between Wordnet, DBPedia an GTAA (Dutch acronym
for Common Thesaurus for Audiovisual Archives) [13],
which is a domain specific thesaurus with approximately
160.000 terms. A good number of researchers might
argue that the Semantic Web is not just about large
ontologies created by the large organisations but more
about individuals or domain experts who can create their
own relatively small ontologies and publish it on the Web.
Indeed might be true however from the scalability point
of view it does not change anything if thousands of small
ontologies or a small number of huge ontologies need
to be processed. Consider that in 2007 Swoogle [14]
has already indexed more than 10.000 ontologies, which
were available on the Web. The large number of concepts
and properties that is implied by the scale or number
of these ontologies poses several scalability problems
from the reasoning point of view. Any Semantic Web
application not only from ontology mapping domain has
to be designed to cope with these difficulties otherwise it
is deemed to be a failure from the usability point of view.

D. Task specific vs. generic systems

Existing mapping systems can clearly be classified
into two categories. First group includes domain specific

1http://wordnet.princeton.edu/
2http://www.cyc.com/
3http://www.ontologyportal.org/
4http://dbpedia.org/About

systems, which are build around well defined domains e.g.
medical, scientific etc. These systems use specific rules,
heuristics or background knowledge. As a consequence
domain specific systems perform well on their own do-
main but their performance deteriorate across different
domains. As a result the practical applicability of these
systems on the Semantic Web can easily be questioned.
The second group includes systems that aim to perform
equally well across different domains. These systems
utilise generic methods e.g. uncertain reasoning, machine
learning, similarity combination etc. These systems has
the potential to support a wide variety of applications on
the Semantic Web in the future.

Based on this classification it is clear that building
generic systems that perform equally well on different
domains and provide acceptable results is a considerable
challenge for the future research.

E. Incorporating intelligence

To date the quality of the ontology mapping was
considered to be an important factor for systems that
need to produce mappings between different ontologies.
However competitions organised on ontology mapping
has demonstrated that even if systems use a wide variety
techniques, it is difficult to push the mapping quality
beyond certain limits. It has also been recognised [15]
that in order to gain better user acceptance, systems need
to introduce cognitive support for the users i.e. reduce the
difficulty of understanding the presented mappings.

There are different aspects of this cognitive support
i.e. how to present the end results, how to explain the
reasoning behind the mapping, etc. Ongoing research
focuses on how the end results can be represented in a
way that end users can understand better the complex
relations of large-scale ontologies. Consider for example
a mapping representation between two ontologies with
over 10.000 concepts each. The result file can contain
thousands of mappings. To visualise this mapping existing
interfaces will most likely present an unrecognizable web
of connections between these properties. Even though this
complex representation can be presented in a way that
users could better understand the problem still arises once
the users need to understand why actually these mappings
have been selected. This aspect so far has totally been
hidden from the end users and has formed an internal
and unexpoitable part of mapping systems itself.

Nevertheless in order to further improve the quality
of the mapping systems these intermediary details need
to be exposed to the users who can actually judge if
the certain reasoning process is flawed or not. This
important feedback or the ability to introspect can then
be exploited by the system designers or ultimately the
system itself through improving the reasoning processes,
which is carried out behind the scenes in order to produce
the end results. This ability to introspect the internal
reasoning steps is a fundamental component of how
human beings reason, learn and adapt. However, many
existing ontology mapping systems that use different
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forms of reasoning exclude the possibility of introspection
because their design does not allow a representation of
their own reasoning procedures as data. Using a model of
reasoning based on observable effect it is possible to test
the ability of any given data structure to represent rea-
soning. Through such a model we present a minimal data
structure [16] necessary to record a computable reasoning
process and define the operations that can be performed
on this representation to facilitate computer reasoning.
This model facilitates the introduction and development
of basic operations, which perform reasoning tasks using
data recorded in this format. It is necessary that we define
a formal description of the structures and operations to
facilitate reasoning on the application of stored reasoning
procedures. By the help of such framework provable
assertions about the nature and the limits of numerical
reasoning can be made.

II. APPROACH TO ONTOLOGY ALIGNMENT
CONSIDERING UNCERTAINTY

For ontology mapping in the context of Question An-
swering over heterogeneous sources we propose a multi
agent system called DSSim [17] because as a particular
domain becomes larger and more complex, open and
distributed, a set of cooperating agents are necessary in
order to address the ontology mapping task effectively.
In real scenarios, ontology mapping can be carried out
on domains with large number of classes and properties.
Without the multi agent architecture the response time of
the system can increase exponentially when the number of
concepts to map increases. The main objective of DSSim
architecture is to be able to use it in different domains
for creating ontology mappings. These domains include
Question Answering, Web services or any application that
need to map database metadata e.g. Extract, Transform
and Load (ETL) tools for data warehouses. Therefore
DSSim is not designed to have its own user interface
but to integrate with other systems through well defined
interfaces. In our implementation we have used the AQUA
Question Answering system, which is the user interface
that creates First Order Logic(FOL) statements based on
natural language queries posed by the user. As a conse-
quence the inputs and outputs for the DSSim component
are valid FOL formulas.

An overview of our system is depicted on Fig. 4
The two real word ontologies56 describe BibTeX pub-
lications from the University of Maryland, Baltimore
County (UMBC) and from the Massachusetts Institute
of Technology (MIT) . The AQUA [18] system and
the answer composition component are described just to
provide the context of our work (our overall framework)
but these are not our major target in this paper. The user
poses a natural language query to the AQUA system,
which converts it into FOL (First Order Logic) terms.
The main components and its functions of the system are
as follows:

5http://ebiquity.umbc.edu/ontology/publication.owl
6http://visus.mit.edu/bibtex/0.01/bibtex.owl

1) Broker agent receives FOL term, decomposes it(in
case more than one concepts are in the query) and
distributes the sub queries to the mapping agents.

2) Mapping agents retrieve sub query class and prop-
erty hypernyms from WordNet.

3) Mapping agents retrieve ontology fragments from
the external ontologies, which are candidate map-
pings to the received sub-queries. Mapping agents
use WordNet as background knowledge in order to
enhance their beliefs on the possible meaning of the
concepts or properties in the particular context.

4) Mapping agents build up coherent beliefs by com-
bining all possible beliefs over the similarities of
the sub queries and ontology fragments. Mapping
agents utilize both syntactic and semantic similarity
algorithms build their beliefs over the correctness of
the mapping.

5) Broker agent passes the possible mappings into
the answer composition component for particular
sub-query ontology fragment mapping in which the
belief function has the highest value.

6) Answer composition component retrieves the con-
crete instances from the external ontologies or data
sources, which is included into the answer.

7) Answer composition component creates an answer
to the user’s question.

The main novelty in our solution is that we propose
solving the ontology mapping problem based on the
principles of collective intelligence, where each mapping
agent has its own individual belief over the solution.
However before the final mapping is proposed the broker
agent creates the result based on a consensus between the
different mapping agents. This process reflects well how
humans reach consensus over a difficult issue.

A. Example scenario

Based on the architecture depicted on Fig. 4 we present
the following simplified example, which will be used in
the following sections of the paper in order to demonstrate
our algorithm. We consider the following user query
and its FOL representation as an input to our mapping
component framework: List all papers with keywords
uncertain ontology mapping?

(∃x) paper (x) and
hasKeywords (x, [uncertain, ontology mapping])

• Step 1: Broker agent distributes (no decomposition is
necessary in this case) the FOL query to the mapping
agents.

• Step 2: Mapping agents 1 and 2 consult WordNet in
order to extend the concepts and properties with their
inherited hypernym in the query. These hypernyms
serve as variables in the hypothesis. For the concepts
“paper” e.g. we have found that “article” and “com-
munication” or “publication” are possible concepts
that can appear in any of the external ontologies.

• Step 3: Mapping agents iterate through all concepts
and properties from the ontologies and create sev-
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Figure 4. Overview of the mapping system

eral hypothesises that must be verified with finding
evidences e.g.

Agent1 : Hn(mapping) =

Query {paper,article,communation,publication} ⇐⇒
OntologyMIT {Article}

and

Agent2 : Hn(mapping) =

Query {paper,article,communation,publication}
⇔ OntologyUMBC {Publication}

where Hn is the hypothesis for the mapping.
Further, we find supporting evidences for hypothesis. In
this phase different syntactic and semantic similarity mea-
sures are used. These similarity measures are considered
as different experts determining belief functions for the
hypothesis. The last phase of this step is to combine the
belief mass functions using Dempster’s combination rule
in order to form a coherent belief of the different experts
on the hypothesises.

• Step 4: Mapping agents select the hypothesis in which they
believe in most and sent it back to the broker agent. In our
example the following mappings have been established:

MappingQuery, MIT ontology(paper ↔ article)

MappingQuery, UMBC ontology(paper ↔ publication)

• Step 5-6: The answer is composed for the user’s
query, which includes the relevant instances from the
ontologies.

III. UNCERTAIN REASONING AND AGENT BELIEF

Our proposed method works with two ontologies,
which contain arbitrary number of concepts and their
properties.

O1 = {C1, .., Cn;P1, .., Pn; I1, .., In}
O2 = {C1, .., Cm;P1, .., Pm; I1, .., Im}

where O represents a particular ontology, C, P and I the
set of concepts, properties and instances in the ontology.

In order to assess similarity we need to compare all
concepts and properties from O1 to all concepts and prop-
erties in O2. Our similarity assessments, both syntactic

and semantic produce a sparse similarity matrix where
the similarity between Cn from O1 and Cm in O2 is
represented by a particular similarity measure between
the i and j elements of the matrix as follows:

SIM := (si,j)n×m

1 ≤ i ≤ n and 1 ≤ j ≤ m

where SIM represents a particular similarity assess-
ment matrix, s is a degree of similarity that has been
determined by a particular similarity e.g. Jaccard or
semantic similarity measure. We consider each measure
as an “expert”, which assess mapping precision based on
its knowledge. Therefore we assume that each similarity
matrix is a subjective assessment of the mapping what
needs to be combined into a coherent view. If combined
appropriately this combined view provides a more reliable
and precise mapping than each separate mapping alone.
However one similarity measure or some technique can
perform particularly well for one pair of concepts or prop-
erties and particularly badly for another pair of concepts
or properties, which has to be considered in any mapping
algorithm.

In our ontology mapping framework each agent carries
only partial knowledge of the domain and can observe it
from its own perspective where available prior knowledge
is generally uncertain. Our main argument is that knowl-
edge cannot be viewed as a simple conceptualization
of the world, but it has to represent some degree of
interpretation. Such interpretation depends on the context
of the entities involved in the process. This idea is
rooted in the fact the different entities’ interpretations
are always subjective, since they occur according to an
individual schema, which is than communicated to other
individuals by a particular language. In order to represent
these subjective probabilities in our system we use the
Dempster-Shafer theory of evidence [19], which provides
a mechanism for modelling and reasoning uncertain in-
formation in a numerical way, particularly when it is
not possible to assign belief to a single element of a
set of variables. Consequently the theory allows the user
to represent uncertainty for knowledge representation,
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because the interval between support and plausibility can
be easily assessed for a set of hypothesizes. Missing data
(ignorance) can also be modelled by Dempster-Shafer
approach and additionally evidences from two or more
sources can be combined using Dempster’s rule of com-
bination. The combined support, disbelief and uncertainty
can each be separately evaluated. The main advantage of
the Dempster-Shafer theory is that it provides a method
for combining the effect of different learned evidences to
establish a new belief by using Dempster’s combination
rule.

The following elements have been used in our system
in order to model uncertainty:

Frame of Discernment(Θ) :finite set representing the
space of hypothesizes. It contains all possible mutually
exclusive context events of the same kind.

Θ = {H1, ...,Hn, ...HN} (1)

In our method Θ contains all possible mappings that have
been assessed by the particular expert.

Evidence:available certain fact and is usually a result of
observation. Used during the reasoning process to choose
the best hypothesis in Θ. We observe evidence for the
mapping if the expert detects that there is a similarity
between Cn from O1 and Cm in O2.

Belief mass function (m): is a finite amount of support
assigned to the subset of Θ. It represents the strength of
some evidence and ∑

A⊆Θ

mi(A) = 1 (2)

where mi(A) is our exact belief in a proposition rep-
resented by A that belongs to expert i. The similarity
algorithms itself produce these assignment based on dif-
ferent similarity measures. As an example consider that
O1 contains the concept “paper”, which needs to be
mapped to a concept ”hasArticle” in O2. Based on the
WordNet we identify that the concept “article” is one of
the inherited hypernyms of “paper”, which according to
both JaroWinkler(0.91) and Jaccard(0.85) measure [20]
is highly similarity to “hasArticle” in O2. Therefore after
similarity assessment our variables will have the following
belief mass value:

−mexpert1(O1 {paper, article, publication} ,
O2 {hasArticle}) = 0.85

−mexpert2(O1 {paper, article, publication} ,
O2 {hasArticle}) = 0.91

In practice we assess up to 8 inherited hypernyms sim-
ilarities with different algorithms (considered as experts),
which can be combined based on the combination rule
in order to create a more reliable mapping. Once the
combined belief mass functions have been assigned the
following additional measures can be derived from the
available information.

Belief : amount of justified support to A that is the
lower probability function of Dempster, which accounts

for all evidence Ek that supports the given proposition A.

beliefi(A) =
∑
Ek⊆A

mi(Ek) (3)

An important aspect of the mapping is how one can
make a decision over how different similarity measures
can be combined and which nodes should be retained as
best possible candidates for the match. To combine the
qualitative similarity measures that have been converted
into belief mass functions we use the Dempster’s rule
of combination and we retain the node where the belief
function has the highest value.

Dempster’s rule of combination:Suppose we have two
mass functions mi(Ek) and mj(Ek′) and we want to
combine them into a global mij(A). Following Demp-
ster’s combination rule

mij(A) = mi ⊕mj =
∑
EkEk′

mi(Ek) ∗mj(Ek′) (4)

where i and j represent two different agents.
The belief combination process is computationally very

expensive and from an engineering point of view, this
means that it not always convenient or possible to build
systems in which the belief revision process is performed
globally by a single unit. Therefore, applying multi agent
architecture is an alternative and distributed approach to
the single one, where the belief revision process is no
longer assigned to a single agent but to a group of agents,
in which each single agent is able to perform belief
revision and communicate with the others. Our algorithm
takes all the concepts and its properties from the different
external ontologies and assesses similarity with all the
concepts and properties in the query graph.

A. Voting and the best possible alternative

The idea of individual voting in order to resolve conflict
and choose the best option available is not rooted in
computer but political science. Democratic systems are
based on voting as Condorcet jury theorem [21] [22]
postulates that a group of voters using majority rule is
more likely to choose the right action than an arbitrary
single voter is. In these situations voters have a common
goal, but do not know how to obtain this goal. Voters are
informed differently about the performance of alternative
ways of reaching it. If each member of a jury has
only partial information, the majority decision is more
likely to be correct than a decision arrived at by an
individual juror. Moreover, the probability of a correct
decision increases with the size of the jury. But things
become more complicated when information is shared
before a vote is taken. People then have to evaluate
the information before making a collective decision. The
same ideas apply for software agents especially if they
need to reach a consensus on a particular issue. In case
of ontology mapping where each agent can built up
beliefs over the correctness of the mappings based on
partial information we believe that voting can find the
socially optimal choice. Software agents can use voting
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to determine the best decision for agent society but in case
voters make mistakes in their judgments, then the majority
alternative (if it exists) is statistically most likely to be the
best choice. The application of voting for software agents
is a possible way to make systems more intelligent i.e.
mimic the decision making how humans reach consensus
decision on a problematic issue.

B. Fuzzy voting model

In ontology mapping the conflicting results of the
different beliefs in similarity can be resolved if the
mapping algorithm can produce an agreed solution, even
though the individual opinions about the available alter-
natives may vary. We propose a solution for reaching this
agreement by evaluating trust between established beliefs
through voting, which is a general method of reconciling
differences. Voting is a mechanism where the opinions
from a set of votes are evaluated in order to select the
alternatives that best represent the collective preferences.
Unfortunately deriving binary trust like trustful or not
trustful from the difference of belief functions is not so
straightforward since the different voters express their
opinion as subjective probability over the similarities.
For a particular mapping this always involves a certain
degree of vagueness hence the threshold between the trust
and distrust cannot be set definitely for all cases that
can occur during the process. Additionally there is no
clear transition between characterising a particular belief
highly or less trustful. Therefore our argument is that the
trust membership or belief difference values, which are
expressed by different voters can be modeled properly by
using fuzzy representation. Before each agent evaluates
the trust in other agent’s belief over the correctness of the
mapping it calculates the difference between its own and
the other agent’s belief. Depending on the difference it can
choose the available trust levels e.g. if the difference in
beliefs is 0.2 then the available trust level can be high and
medium. We model these trust levels as fuzzy membership
functions. In fuzzy logic the membership function µ(x)
is defined on the universe of discourse U and represents
a particular input value as a member of the fuzzy set i.e.
µ(x) is a curve that defines how each point in the U is
mapped to a membership value (or degree of membership)
between 0 and 1. Our ontology mapping system models
the conflict resolution as a fuzzy system where the system
components are as follows:

1) Fuzzification of input and output variables: Fuzzi-
fication is the process of decomposing a system input
and/or output into one or more fuzzy sets. We have
experimented different types of curves namely the triangu-
lar, trapezoidal and gauss shaped membership functions.
Each fuzzy set spans a region of input (or output) value
graphed with the membership. Our selected membership
functions overlap to allow smooth mapping of the system.
The process of fuzzification allows the system inputs and
outputs to be expressed in linguistic terms so that rules
can be applied in a simple manner to express a complex
system.

Definition 1: Belief difference is an input variable,
which represents the agents own belief over the cor-
rectness of a mapping in order to establish mappings
between concepts and properties in the ontology. During
conflict resolution we need to be able to determine the
level of difference. We propose three values for the fuzzy
membership value µ(x) = {small, average, large}

Definition 2: belief is an input variable, which de-
scribed the amount of justified support to A that is the
lower probability function of Dempster, which accounts
for all evidence Ek that supports the given proposition A.

beliefi(A) =
∑
Ek⊆A

mi(Ek) (5)

where m Demster’s belief mass function represents the
strength of some evidence i.e. m(A) is our exact belief
in a proposition represented by A. The similarity algo-
rithms itself produce these assignment based on different
similarity measures. We propose two values for the fuzzy
membership value ν(x) = {weak, strong}

Definition 3: Similarity is an input variable and is the
result of some syntactic or semantic similarity measure.
We propose three values for the fuzzy membership value
ξ(x) = {low, average, high}

Definition 4: Low, medium and high trusts are output
variables and represent the level of trust we can assign
to the combination of our input variables. We propose
three values for the fuzzy membership value τ(x) =
{low,medium, high}

2) Rule set: Fuzzy sets are used to quantify the in-
formation in the rule-base, and the inference mechanism
operates on fuzzy sets to produce defuzzified values.
Fuzzy systems map the inputs to the outputs by a set of
condition→ action rules i.e. rules that can be expressed
in If − Then form. For our conflict resolution problem
we have defined four simple rules that ensure that each
combination of the input variables produce output on
more than one output i.e. there is always more than one
initial trust level is assigned to any input variables. As an
example consider a rule for cases when the trust level is
defined as low:

“IF ( beliefdifference IS large OR beliefdifference IS
average ) AND belief IS weak AND (similarity IS low
OR similarity IS average ) THEN trust IS low”

The rules we have initially defined are the most general
ones. In our future research we intend to investigate the
impact of more fine grained rules (i.e. more rules could
be defined to cover overlapping areas of our fuzzy sets)
on our conflict resolution.

3) Defuzzification method: After fuzzy reasoning we
have the linguistic output variables, which need to be
translated into a crisp (i.e. real numbers, not fuzzy sets)
value. The objective is to derive a single crisp numeric
value that best represents the inferred fuzzy values of the
linguistic output variable. Defuzzification is such inverse
transformation, which maps the output from the fuzzy
domain back into the crisp domain. In our ontology
mapping system we have selected the Center-of-Area (C-
o-A) defuzzification method. The C-o-A method is often
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referred to as the Center-of-Gravity method because it
computes the centroid of the composite area representing
the output fuzzy term. In our system the trust levels are
proportional with the area of the membership functions
therefore other defuzzification methods like Center-of-
Maximum (C-o-M) or Mean-of-Maximum (M-o-M) does
not correspond well to our requirements.

Definition 5: For representing trust in beliefs over sim-
ilarities we have defined three membership functions,
τ(x) = {low, average, high}

in the beliefs over concept and property similarities in
our ontology mapping system. Our main objective is to be
able to resolve conflict between two beliefs in Dempster-
Shafer theory, which can be interpreted qualitatively as
one source strongly supports one hypothesis and the
other strongly supports another hypothesis, where the
two hypotheses are not compatible. Consider for example
a situation where three agents have used WordNet as
background knowledge and build their beliefs consider-
ing different concepts context, which was derived from
the background knowledge e.g. agent 1 used the direct
hypernyms, agent 2 the sister terms and agent 3 the
inherited hypernyms. Based on string similarity measures
a numerical belief value is calculated, which represent a
strength of the confidence that the two terms are related
to each other. The scenario is depicted in Table I.

TABLE I.
BELIEF CONFLICT DETECTION

Conflict detection Belief 1 Belief 2 Belief 3
Obvious 0.85 0.80 0.1
Difficult 0.85 0.65 0.45

The values given in Table I are demonstrative numbers
just for the purpose of providing an example. In our
ontology mapping framework DSSim, the similarities are
considered as subjective beliefs, which is represented by
belief mass functions that can be combined using the
Dempster’s combination rule. This subjective belief is
the outcome of a similarity algorithm, which is applied
by a software agent for creating mapping between two
concepts in different ontologies. In our ontology mapping
framework different agents assess similarities and their
beliefs in the similarities need to be combined into a more
coherent result. However these individual beliefs in prac-
tice are often conflicting. In this scenario applying Demp-
ster’s combination rule to conflicting beliefs can lead
to an almost impossible choice because the combination
rule strongly emphasizes the agreement between multiple
sources and ignores all the conflicting evidence through a
normalization factor. The counter-intuitive results that can
occur with Dempsters rule of combination are well known
and have generated a great deal of debate within the
uncertainty reasoning community. Different variants of
the combination rule [23] have been proposed to achieve
more realistic combined belief. Instead of proposing an
additional combination rule we turned our attention to the
root cause of the conflict itself namely how the uncertain
information was produced in our model.

The fuzzy voting model was developed by Baldwin [24]
and has been used in fuzzy logic applications. However,
to our knowledge it has not been introduced in the context
of trust management on the Semantic Web. In this section,
we will briefly introduce the fuzzy voting model theory
using a simple example of 10 voters voting against or
in favour of the trustfulness of an another agent’s belief
over the correctness of mapping. In our ontology mapping
framework each mapping agent can request a number of
voting agents to help assessing how trustful the other
mapping agent’s belief is.

According to Baldwin [24] a linguistic variable is a
quintuple (L, T (L), U,G, µ) in which L is the name of
the variable, T (L) is the term set of labels or words (i.e.
the linguistic values), U is a universe of discourse, G is
a syntactic rule and µ is a semantic rule or membership
function. We also assume for this work that G corresponds
to a null syntactic rule so that T (L) consists of a finite
set of words. A formalization of the fuzzy voting model
can be found in [25].
Consider the set of words { Low trust (Lt), Medium trust
(Mt) and High trust (Ht) } as labels of a linguistic
variable trust with values in U = [0, 1]. Given a set “m”
of voters where each voter is asked to provide the subset
of words from the finite set T (L), which are appropriate
as labels for the value u. The membership value χµ(w)(u)

is taking the proportion of voters who include u in their
set of labels which is represented by w.
The main objective when resolving conflict is to have
sufficient number of independent opinions that can be
consolidated. To achieve our objective we need to intro-
duce more opinions into the system i.e. we need to add
the opinion of the other agents in order to vote for the best
possible outcome. Therefore we assume for the purpose
of our example that we have 10 voters (agents). Formally,
let us define

V = {A1, A2, A3, A4, A5, A6, A7, A8, A9, A10}
(6)

T (L) = {Lt,Mt, Ht}

The number of voters can differ however assuming 10
voters can ensure that

1) The overlap between the membership functions can
proportionally be distributed on the possible scale
of the belief difference [0..1]

2) The work load of the voters does not slow the
mapping process down

Let us start illustrating the previous ideas with
a small example - By definition consider three
linguistic output variables L representing trust
levels and T(L) the set of linguistic values as
T (L) = {Low trust,Medium trust,High trust}.
The universe of discourse is U , which is defined
as U = [0, 1]. Then, we define the fuzzy sets per
output variables µ(Low trust), µ(Medium trust) and
µ(High trust) for the voters where each voter has
different overlapping trapezoidal, triangular or gauss

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 2, NO. 3, AUGUST 2010 251

© 2010 ACADEMY PUBLISHER



membership functions. The difference in the membership
functions represented by the different vertices of the
membership functions, which ensures that voters can
introduce different opinions as they pick the possible
trust levels for the same difference in belief.
The possible set of trust levels L = TRUST is defined
by the Table II. Note that in the table we use a short
notation Lt means Low trust, Mt means Medium trust
and Ht means High trust. Once the input fuzzy sets
(membership functions) have been defined the system is
ready to assess the output trust memberships for the input
values. Both input and output variables are real numbers
on the range between [0..1]. Based on the difference of
beliefs represented by a real number, own belief and
similarity of the different voters the system evaluates the
scenario. The evaluation includes the fuzzication, which
converts the crisp inputs to fuzzy sets, the inference
mechanism, which uses the fuzzy rules in the rule-base
to produce fuzzy conclusions (e.g. the implied fuzzy
sets), and the defuzzication block, which converts these
fuzzy conclusions into the crisp outputs. Therefore each
input (belief difference, belief and similarity) produces a
possible defuzzified output (low, medium or high trust)
for the possible output variables. Each defuzzified value
can be interpreted as a possible trust level where the
linguistic variable with the highest defuzzified value is
retained in case more than one output variable is selected.
As an example consider a case where the defuzzified
output for belief difference between agent 1 and agent 2
with a value 0.67 has resulted in the situation described
in Table II. Note that each voter has its own membership
function where the level of overlap is different for each
voter. Based on a concrete input the first voting agent
could map the defuzzified variables into high, medium
and low trust whereas tenth voting agent to only low
trust.

TABLE II.
POSSIBLE VALUES FOR THE VOTING

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Lt Lt Lt Lt Lt Lt Lt Lt Lt Lt

Mt Mt Mt Mt Mt Mt

Ht Ht Ht

Note that behind each trust level there is a real number,
which represents the defuzzified value. These values are
used to reduce the number of possible linguistic variables
in order to obtain the vote for each voting agent. Each
agent retains the lingiustic variable that represents the
highest value and is depicted in Table III.

TABLE III.
VOTING

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Ht Mt Lt Lt Mt Mt Lt Lt Lt Lt

Taken as a function of x these probabilities form proba-
bility functions. They should therefore satisfy:

∑
Pr(L = w|x) = 1 (7)

w ∈ T (L)

which gives a probability distribution on words:

∑
Pr(L = Low trust|x) = 0.6 (8)∑

Pr(L = Medium trust|x) = 0.3 (9)∑
Pr(L = High trust|x) = 0.1 (10)

As a result of voting we can conclude that given the
particular difference in beliefs (represented by a real
number 0.67 in this example) the combination should not
consider this belief of agent 2. This is because based on
its difference compared to belief of agent 1 it turns out to
be a distrustful assessment. The before mentioned process
of taking the ”probability distributions on words” is then
repeated as many times as needed. In fact, the process
is repeated as many different beliefs we have for the
similarity ( i.e. as many as different similarity measures
exist in the ontology mapping system).

C. Possible membership functions for conflict resolution

Membership functions in fuzzy systems are subjec-
tively specied in an ad hoc (heuristic) manner from
experience or intuition. This might be possible for a real
time control system, however in our case it is difficult to
find intuitive choice for the membership function or the
combination of the membership functions. For our conflict
resolution problem we have carried out experiments in
order to select the best possible membership function
combination that fit well to our problem.

We have chosen the trapezodial, triangular and gauss
membership function and their combinations to represent
our input and output variables. For each test have gener-
ated 300 scenarios, which contain random input variables
(belief difference, belief and similarity) that maps to a
single trust level i.e. output variable(high, medium or
low trust). In addition we have defined nine combination
of membership functions that describes our input and
output variables. We repeated our experiment 1000 times
regenerating the 300 scenarios in each iteration.

D. Results on the use of different memberships functions

Our experiments have shown that the the fuzzy conflict
resolution is really sensitive on the input membership
function. The best results can be achieved using triangular
membership functions. In each experiments the average
wrong answers are 121 and the minimum wrong answers
are 109 whereas the maximum are 134 when choosing
triangular input functions. The results are promising as
we are able to resolve conflict in nearly 2/3 of the
cases. In practice the real improvements in the ontology
mapping quality can be foreseen where the number of
conflict for the candidate mapping set is high. These
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situations of course likely to occur where both source
and target ontologies contain large number (up to 10.000)
of concepts and properties. The selection of the output
function does not influence the end result of the conflict
resolution.

IV. CASE STUDY

Experimental comparison of ontology mapping systems
is not a straightforward task as each system is usually
designed to address a particular need from a specific
domain. Authors have the freedom to hand pick some
specific set of ontologies and demonstrate the strengths
and weaknesses of their system carrying out some exper-
iments with these ontologies. The problem is however that
it is difficult to run the same experiments with another
system and compare the two results. This problem has
been acknowledged by the Ontology Mapping community
and as a response to this need the Ontology Alignment
Evaluation Initiative 7 has been set up in 2004. The
evaluation was measured with recall, precision and F-
Measure, which are useful measures that have a fixed
range and meaningful from the mapping point of view.
Recall is 100% when every relevant entity is retrieved.
However it is possible to achieve 100% by simply re-
turning every entity in the collection for every query.
Therefore, recall by itself is not a good measure of the
quality of a search engine. Precision is a measure of how
well the engine performs in not returning non relevant
documents. Precision is 100% when every entity returned
to the user is relevant to the query. There is no easy way
to achieve 100% precision other than in the trivial case
where no document is ever returned for any query. Both
precision and recall has a fixed range: 0.0 to 1.0 (or 0%
to 100%). A good mapping algorithm must have a high
recall to be acceptable for most applications. The most
important factor in building better mapping algorithms
is to increase precision without worsening the recall. In
order to compare our system with other solutions we
have participated in the OAEI competitions since 2006.
Each year we have been involved in more tracks than
the previous year. This gave us the possibility to test our
mapping system on different domains including medical,
agriculture, scientific publications, web directories, food
and agricultural products and multimedia descriptions.
The experiments were carried out to assess the efficiency
of the mapping algorithms themselves. The experiments
of the question answering (AQUA) using our mappings
algorithms are out of the scope of this paper. Our main
objective was to compare our system and algorithms
to existing approaches on the same basis and to allow
drawing constructive conclusions.

A. Benchmarks

The OAEI benchmark contains tests, which were sys-
tematically generated starting from some reference ontol-
ogy and discarding a number of information in order to

7http://oaei.ontologymatching.org/

evaluate how the algorithm behave when this information
is lacking. The bibliographic reference ontology (differ-
ent classifications of publications) contained 33 named
classes, 24 object properties, 40 data properties. Further
each generated ontology was aligned with the reference
ontology. The benchmark tests were created and grouped
by the following criteria:

• Group 1xx: simple tests such as comparing the ref-
erence ontology with itself, with another not related
(food domain) ontology or the same ontology in its
restriction to OWL-Lite

• Group 2xx: systematic tests that were obtained by
discarding some features from some reference ontol-
ogy e.g. name of entities replaced by random strings,
synonyms, name with different conventions, strings
in another language than English, comments that can
be suppressed or translated in another language, hier-
archy that can be suppressed, expanded or flattened.

• Group 3xx: four real-life ontologies of bibliographic
references that were found on the web e.g. Bib-
TeX/MIT, BibTeX/UMBC

Figure 5 shows the 6 best performing systems out of
13 participants. We have ordered the systems based on
the their the F-Value of the H-means because the H-mean
unifies all results for the test and F-Value represents both
precision and recall.

In the benchmark test we have performed in the upper
mid range compared to other systems. Depending on the
group of tests our system compares differently to other
solutions:

• Group 1xx: Our results are nearly identical to the
other systems.

• Group 2xx: For the tests where syntactic similarity
can determine the mapping outcome our system is
comparable to other systems. However where seman-
tic similarity is the only way to provide mappings
our systems provides less mappings compared to the
other systems in the best six.

• Group 3xx: Considering the F-value for this group
only 3 systems SAMBO, RIMOM and Lily are
ahead.

The weakness of our system to provide good mappings
when only semantic similarity can be exploited is the
direct consequence of our mapping architecture. At the
moment we are using four mapping agents where 3
carries our syntactic similarity comparisons and only 1
is specialised in semantics. However it is worth to note
that our approach seems to be stable compared to our last
years performance, as our precision recall values were
similar in spite of the fact that more and more difficult
tests have been introduced in 2008. As our architecture is
easily expandable with adding more mapping agents it is
possible to enhance our semantic mapping performance
in the future.

B. Directory
The purpose of this track was to evaluate performance

of existing alignment tools in real world taxonomy inte-
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Figure 5. Best performing systems in the benchmarks track based on H-mean and F-value

gration scenario. Our aim is to show whether ontology
alignment tools can effectively be applied to integration
of “shallow ontologies”. The evaluation dataset was ex-
tracted from Google, Yahoo and Looksmart web directo-
ries. The specific characteristics of the dataset are:

• More than 4500 of node matching tasks, where each
node matching task is composed from the paths to
root of the nodes in the web directories. Expert
mappings for all the matching tasks.

• Simple relationships: Basically web directories con-
tain only one type of relationship so called ”classi-
fication relation”.

• Vague terminology and modelling principles: The
matching tasks incorporate the typical ”real world”
modelling and terminological errors.

These node matching tasks were represented by pairs
of OWL ontologies, where classification relation is mod-
elled as OWL subClassOf construct. Therefore all OWL
ontologies are taxonomies (i.e. they contain only classes
(without Object and Data properties) connected with
subclass relation.

Figure 6. All participating systems in the directories track ordered by
F-value

In the library track only 6 systems have participated
in 2008. In terms of F-value DSSim has performed the
best however the difference is marginal compared to
the CIDER [26] or Lily systems. The concepts in the
directory ontologies mostly can mostly be characterised
as compound nouns e.g. ”News and Media” and we need
to process(split) them properly before consulting back-
ground knowledge in order to provide better mappings in
the future.

C. Library
The objective of this track was to align two Dutch

thesauri used to index books from two collections held by
the National Library of the Netherlands. Each collection
is described according to its own indexing system and
conceptual vocabulary. On the one hand, the Scientific
Collection is described using the GTT, a huge vocab-
ulary containing 35.000 general concepts ranging from
“Wolkenkrabbers (Sky-scrapers)” to “Verzorging (Care)”.
On the other hand, the books contained in the Deposit
Collection are mainly indexed against the Brinkman the-
saurus, containing a large set of headings (more than
5.000) that are expected to serve as global subjects of
books. Both thesauri have similar coverage (there are
more than 2.000 concepts having exactly the same label)
but differ in granularity. For each concept, the thesauri
provide the usual lexical and semantic information: pre-
ferred labels, synonyms and notes, broader and related
concepts, etc. The language of both thesauri is Dutch,
but a quite substantial part of Brinkman concepts (around
60%) come with English labels. For the purpose of
the alignment, the two thesauri have been represented
according to the SKOS model, which provides with all
these features.

Figure 7. All participating systems in the library track ordered by F-
value

In the library track DSSim has performed the best
out of the 3 participating systems. The track is difficult
partly because of its relative large size and because of
its multilingual representation. However these ontologies
contain related and broader terms therefore the mapping
can be carried out without consulting multi lingual back-
ground knowledge. This year the organisers have provided
instances as separate ontology as well however we did
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not make use of it for creating our final mappings. For
further improvements in recall and precision we will need
to consider these additional instances in the future.

V. STRENGTHS AND WEAKNESSES OF OUR SOLUTION

Based on the OAEI experiments, we can conclude
that our solution compares and scales well to other well
established ontology mapping systems. Nevertheless it is
clear (OAEI seems to share our opinion) that it is not
possible to clearly define a “winner” on these yearly com-
petitions. Each system has its strengths and weaknesses
and they tend to perform differently on different domains.
However we can define some criteria to determine where
we perform well and on which areas do we need to make
further progress.

1) Domain independence: This is a definite strength
of our system. Our solution does not rely on pre-
defined thresholds or parameters that needs to be
changed from domain to domain. Several mapping
systems utilise machine learning in order to de-
termine these parameters however these solutions
are likely to be dependent on the training set.
DSSim uses WordNet as the background knowl-
edge. This ensures that we can provide equivalent
mappings on different domains. Nevertheless do-
main specific background knowledge can influence
the results positively. The anatomy track has proved
that systems that use domain specific background
knowledge are far superior compared to the systems
with general background knowledge. Nevertheless
the drawback of these systems is that they cannot
produce equally good results once the domain is
changing. For example the AOAS system [27] per-
formed the best on the anatomy track on the OAEI
2007 but they did not produce result in any other
track as their system was fine tuned for the medical
domain.

2) Conflict management: This area needs to be im-
proved in our system. DSSim do manage conflicting
beliefs over a particular mapping, which can occur
when different agents have built up conflicting
beliefs for the correctness of a mapping candidate.
The problem occurs when we have already selected
a mapping candidate and later on in the mapping
process we add an another mapping that contradicts
the previous one. Systems e.g. ASMOV, which
try to detect conflicting mappings in the result-set
can provide better overall results compared to our
solution.

3) Mapping quality: DSSim does not produce always
the best precision and recall for each track however
our mapping quality is stable throughout different
domains. We consider this as a strength of our
system because we foresee different application
domains where our solution can be used. In this
context it is more important that we can produce
equally good enough mappings.

4) Mapping system scalability: Due to our multi-
agent architecture our solution scales well with
medium and large domains alike. For example in
the OAEI 2008 the largest ontologies were in the
Very Large Cross-Lingual Resources track. DSSim
was the only system that has participated in this
track. Our solution can scale well for large domains
because as the domain increases we can distribute
the problem space between an increasing number of
agents. Additionally our solution fits well to current
hardware development trends, which predicts an
increasing number of processor core in order to
increase the computing power.

5) Traceability of the reasoning: Unfortunately this is a
weakness of our system as we cannot guarantee that
running the algorithm twice on the same domain
we will always get exactly the same results. The
reason is that our belief conflict resolution approach
[28] uses fuzzy voting for resolving belief conflicts
which can vary from case to case. Additionally
beliefs are based on similarities between a set of
source and target variables. The set of variables are
deducted from the background knowledge, which
can differ depending on the actual context of our
query. Therefore it is not feasible to trace exactly
why a particular mapping has been selected as good
mapping compared to another candidate mappings.

VI. RELATED WORK

Several ontology mapping systems have been proposed
to address the semantic data integration problem of dif-
ferent domains independently. In this paper we consider
only those systems, which have participated in the OAEI
(Ontology Alignment Evaluation Initiative) competitions
and has been participated more than two tracks. There
are other proposed systems as well however as the ex-
perimental comparison cannot be achieved we do not
include them in the scope of our analysis. Lily [29] is an
ontology mapping system with different purpose ranging
from generic ontology matching to mapping debugging.
It uses different syntactic and semantic similarity mea-
sures and combines them with the experiential weights.
Further it applies similarity propagation matcher with
strong propagation condition and the matching algorithm
utilises the results of literal matching to produce more
alignments. In order to assess when to use similarity
propagation Lily uses different strategies, which prevents
the algorithm from producing more incorrect alignments.
ASMOV [30] has been proposed as a domain specific
mapping tool in order to facilitate the integration of
heterogeneous systems, using their data source ontolo-
gies. It uses different matchers and generates similarity
matrices between concepts, properties, and individuals,
including mappings from object properties to datatype
properties. It does not combine the similarities but uses
the best values to create a pre-alignment, which are then
being semantically re-validated by the system. Mappings,
which pass the semantic validation will be added to the
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final alignment. ASMOV can use different background
knowledge e.g. Wordnet or UMLS Metathesaurus(medical
background knowledge) for the assessment of the simi-
larity measures. RiMOM [31] is an automatic ontology
mapping system, which models the ontology mapping
problem as making decisions over entities with minimal
risk. It uses the Bayesian theory to model decision making
under uncertainty where observations are all entities in the
two ontologies. Further it implements different match-
ing strategies where each defined strategy is based on
one kind of ontological information. RiMOM includes
different methods for choosing appropriate strategies (or
strategy combination) according to the available informa-
tion in the ontologies. The strategy combination is con-
ducted by a linear-interpolation method. In addition to the
different strategies RiMOM uses similarity propagation
process to refine the existing alignments and to find new
alignments that cannot be found using other strategies.
RiMOM is the only system other than DSSim in the OAEI
contest that considers the uncertain nature of the mapping
process however it models uncertainty differently from
DSSim. RiMOM appeared for first time in the OAEI-
2007 whilst DSSim appeared in the OAEI-2006. MapPSO
[32] is a research prototype, which has been designed
to address the need for highly scalable, massively par-
allel tool for both large scale and numerous ontology
alignments. MapPSO method models the ontology align-
ment problem as an optimisation problem. It employs a
population based optimisation paradigm based on social
interaction between swarming animals, which provides
the best answer being available at that time. Therefore
it is especially suitable for providing answers under time
constraint like the ontology mapping. MapPSO employs
different syntactic and semantic similarity measures and
combines the available base distances by applying the
Ordered Weighted Average(OWA) [33] aggregation of the
base distances. It aggregates the components by ordering
the base distances and applying a fixed weight vector. The
motivation of the MapPSO system is identical with one of
the motivations of the DSSim namely to address the need
of scalable mapping solutions for large scale ontologies.
Surprisingly MapPSO did not participate in the Very
Large Cross Lingual Resources track (especially designed
for large scale thesauri) therefore experimental compari-
son cannot be achieved from this point of view. TaxoMap
[34] is an alignment tool, which aims is to discover
rich correspondences between concepts with performing
oriented alignment from a source to a target ontology
taking into account labels and sub-class descriptions. It
uses a part-of-speech [35] and lemma information, which
enables to take into account the language, lemma and
an use word categories in an efficient way. TaxoMap
performs a linguistic similarity measure between labels
and description of concepts and it has been designed
to process large scale ontologies by using partitioning
techniques. TaxoMap however does not process instances,
which can be a drawback in several situations. SAMBO
and SAMBOdtf [36] is a general framework for ontol-

ogy matching. The methods and techniques used in the
framework are general and applicable to different areas
nevertheless SAMBO has been designed to align biomed-
ical ontologies. Their algorithm includes one or several
matchers, which calculate similarity values between the
terms from the different source ontologies. These simi-
larities are then filtered and combined as a weighted sum
of the similarity values computed by different matchers.

VII. CONCLUSIONS

This paper presented the main challenges for an align-
ment system in the context of question-answering. The
challenges related to the data or information representa-
tion, quality and volume are addressed with introducing
uncertain reasoning and representation when the available
information is interpreted by our system. Our approach
tries to establish an interpretation of the available in-
formation and avoids the usage of heuristics or any
domain specific rules. To achieve this interpretation we
have utilised Dempster-Shafer theory for managing the
reasoning with vague information and have introduced
fuzzy voting model for resolving conflicts during the
interpretation of the Semantic Web data. Concerning the
challenges related to the nature of the systems from
the generic and intelligence point of view our proposed
architecture is conceived to be able to exhibit a kind of
“machine intelligence” through the multi-agent architec-
ture, which is a form of collective intelligence that can
emerge from the collaboration and competition of many
software agents. Further we have also introduced DSSim
and our performance in the benchmarks, directory and
library tracks of the OAEI-2008 evaluation. The perfor-
mance of our DSSim was the best among participants in
the library track in 2008. Our system is conceived to be a
generic mapping tool and such the performance still varies
slightly across different domains. These variations and
comparisons with other mappings systems are accessible
from the OAEI workshop proceedings. Our participation
in the Ontology Alignment Evaluation Initiative was an
excellent opportunity to test and compare our system with
other solutions and helped a great deal in identifying the
future possibilities that needs to be investigated further.
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