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Abstract— Text Summarization is condensing the source 
text into a shorter version preserving its information 
content and overall meaning. It is very difficult for human 
beings to manually summarize large documents of text. Text 
Summarization methods can be classified into extractive 
and abstractive summarization. An extractive 
summarization method consists of selecting important 
sentences, paragraphs etc. from the original document and 
concatenating them into shorter form. The importance of 
sentences is decided based on statistical and linguistic 
features of sentences. An abstractive summarization method 
consists of understanding the original text and re-telling it 
in fewer words.  It uses linguistic methods to examine and 
interpret the text and then to find the new concepts and 
expressions to best describe it by generating a new shorter 
text that conveys the most important information from the 
original text document. In this paper, a Survey of Text 
Summarization Extractive techniques has been presented. 
 
Index Terms—Text Summarization, extractive summary, 
abstractive summary 

I.  INTRODUCTION 
Text summarization [1] has become an important and 

timely tool for assisting and interpreting text information 
in today’s fast-growing information age.  It is very 
difficult for human beings to manually summarize large 
documents of text. There is an abundance of text material 
available on the internet. However, usually the Internet 
provides more information than is needed. Therefore, a 
twofold problem is encountered: searching for relevant 
documents through an overwhelming number of 
documents available, and absorbing a large quantity of 
relevant information. The goal of automatic text 
summarization is condensing the source text into a 
shorter version preserving its information content and 
overall meaning. 

A summary [4] can be employed in an indicative way 
as a pointer to some parts of the original document, or in 
an informative way to cover all relevant information of 

the text. In both cases the most important advantage of 
using a summary is its reduced reading time. A good 
summary system should reflect the diverse topics of the 
document while keeping redundancy to a minimum. 
Summarization tools may also search for headings and 
other markers of subtopics in order to identify the key 
points of a document. Microsoft Word’s AutoSummarize 
function is a simple example of text summarization.  

Text Summarization methods can be classified into 
extractive and abstractive summarization. An extractive 
summarization method consists of selecting important 
sentences, paragraphs etc. from the original document 
and concatenating them into shorter form. The 
importance of sentences is decided based on statistical 
and linguistic features of sentences.  

An Abstractive summarization [32][33] attempts to 
develop an understanding of the main concepts in a 
document and then express those concepts in clear 
natural language. It uses linguistic methods to examine 
and interpret the text and then to find the new concepts 
and expressions to best describe it by generating a new 
shorter text that conveys the most important information 
from the original text document. This paper focuses on 
extractive text summarization methods.  

Extractive summaries [2]are formulated by extracting 
key text segments (sentences or passages) from the text, 
based on statistical analysis of individual or mixed 
surface level features such as word/phrase frequency, 
location or cue words to locate the sentences to be 
extracted. The “most important” content is treated as the 
“most frequent” or the “most favorably positioned” 
content. Such an approach thus avoids any efforts on 
deep text understanding. They are conceptually simple, 
easy to implement.  

Extractive text summarization process [31] can be 
divided into two steps: 1) Pre Processing step and 2) 
Processing step.  

Pre Processing is structured representation of the 
original text. It usually includes: a) Sentences boundary 
identification. In English, sentence boundary is identified 
with presence of dot at the end of sentence. b) Stop-Word 
Elimination—Common words with no semantics and 
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which do not aggregate relevant information to the task 
are eliminated. c) Stemming—The purpose of stemming 
is to obtain the stem or radix of each word, which 
emphasize its semantics.  

In Processing step, features influencing the relevance 
of sentences are decided and calculated and then weights 
are assigned to these features using weight learning 
method. Final score of each sentence is determined using 
Feature-weight equation. Top ranked sentences are 
selected for final summary.  
 

Problems with the extractive summary [46] [47] are:                  
1. Extracted sentences usually tend to be longer than 
average. Due to this, parts of the segments that are not 
essential for summary also get included, consuming 
space. 
2. Important or relevant information is usually spread 
across sentences, and extractive summaries cannot 
capture this (unless the summary is long enough to hold 
all those sentences).  
3. Conflicting information may not be presented 
accurately. 
4. Pure extraction often leads to problems in overall 
coherence of the summary—a frequent issue concerns 
“dangling” anaphora. Sentences often contain pronouns, 
which lose their referents when extracted out of context. 
Worse yet, stitching together decontextualized extracts 
may lead to a misleading interpretation of anaphors 
(resulting in an inaccurate representation of source 
information, i.e., low fidelity). Similar issues exist with 
temporal expressions. These problems become more 
severe in the multi-document case, since extracts are 
drawn from different sources. A general approach to 
addressing these issues involves post-processing extracts, 
for example, replacing pronouns with their antecedents, 
replacing relative temporal expression with actual dates, 
etc. 

Problems with the abstractive summary [46] are:                  
The biggest challenge for abstractive summary is the 
representation problem. Systems’ capabilities are 
constrained by the richness of their representations and 
their ability to generate such structures—systems cannot 
summarize what their representations cannot capture. In 
limited domains, it may be feasible to devise appropriate 
structures, but a general-purpose solution depends on 
open-domain semantic analysis. Systems that can truly 
“understand” natural language are beyond the capabilities 
of today’s technology. 

Summary evaluation [34][36][37] is a very important 
aspect for text summarization. Generally, summaries can 
be evaluated using intrinsic or extrinsic measures. While 
intrinsic methods attempt to measure summary quality 
using human evaluation and extrinsic methods measure 
the same through a task-based [35] performance measure 
such the information retrieval-oriented task.  

Newsblaster is a good example of a text summarizer, 
that helps users find the news that is of the most interest 
to them. The system automatically collects, clusters, 
categorizes, and summarizes news from several sites on 

the web (CNN, Reuters, Fox News, etc.) on a daily basis, 
and it provides users a user-friendly interface to browse 
the results.  

II. TEXT SUMMARIZATION EARLY HISTORY 
Interest in automatic text summarization, arose as early 

as the fifties. An important paper of these days is the one 
in 1958, suggested to weight the sentences of a document 
as a function of high frequency words[7], disregarding 
the very high frequency common words. Automatic text 
summarization system [8] in 1969, which, in addition to 
the standard keyword method (i.e., frequency depending 
weights), also used the following three methods for 
determining the sentence weights:      
1. Cue Method: This is based on the hypothesis that the 
relevance of a sentence is computed by the presence or 
absence of certain cue words in the cue dictionary.  
2. Title Method: Here, the sentence weight is computed 
as a sum of all the content words appearing in the title 
and (sub-) headings of a text.  
3. Location Method: This method is based on the 
assumption that sentences occurring in initial position of 
both text and individual paragraphs have a higher 
probability of being relevant. The results showed, that the 
best correlation between the automatic and human-made 
extracts was achieved using a combination of these three 
latter methods. 

The Trainable Document Summarizer [9] in 1995 
performs sentence extracting task, based on a number of 
weighting heuristics. Following features were used and 
evaluated: 
1. Sentence Length Cut-O Feature: sentences containing 
less than a pre-specified number of words are not 
included in the abstract 
2. Fixed-Phrase Feature: sentences containing certain cue 
words and phrases are included 
3. Paragraph Feature: this is basically equivalent to  
Location Method feature in [8] 
4. Thematic Word Feature: the most frequent words  are 
defined as thematic words. Sentence scores are functions 
of the thematic words’ frequencies 
5. Uppercase Word Feature: upper-case words (with 
certain obvious exceptions) are treated as thematic words, 
as well. 
A Corpus was used in this method, which contained 188 
document/summary pairs from 21 publications in a 
scientific/technical domain. The summaries were 
produced by professional experts and the sentences 
occurring in the summaries were aligned to the original 
document texts, indicating also the degree of similarity as 
mentioned earlier, the vast majority (about 80%) of the 
summary sentences could be classified as direct sentence 
matches.  

The ANES text extraction system [10] in 1995 is a 
system that performs automatic, domain-independent 
condensation of news data. The process of summary 
generation has four major constituents:  
1. Corpus analysis: this is mainly a calculation of the 
tf*idf -weights for all terms  
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2. Statistical selection of signature words: terms with a 
high tf*idf-weight 
plus headline-words 
3. Sentence weighting: summing over all signature word 
weights, modifying the weights by some other factors, 
such as relative location 
4. Sentence selection: Selecting high scored sentences. 

Hidden Markov Models (HMMs) [11]: As prove to be 
a mathematically sound frame-work for document 
retrieval. If one approaches the task of text abstracting 
from such a probabilistic modeling perspective, it might 
well be possible that HMMs could be employed for this 
purpose, as well. 

Clustering: Building links [12] and/or clusters between 
index terms, phrases and/or other subparts of the 
documents has been employed by standard information 
retrieval. Although this is not an issue in any of the above 
mentioned abstracting systems, it seems to be worth of 
consideration when building such systems. 

 

III. FEATURES FOR EXTRACTIVE TEXT 
SUMMARIZATION 

Some features [2][5][29] to be considered for 
including a sentence in final summary are: 
A. Content word (Keyword) feature: 

Content words or Keywords are usually nouns and 
determined using tf × idf measure. Sentences having 
keywords are of greater chances to be included in 
summary. Another keyword extraction method [23][31] 
is given below, having three modules: 
1) Morphological Analysis 
2) Noun Phrase (NP) Extraction and Scoring 
3) Noun Phrase (NP) Clustering and Scoring 
Figure1 shows a pictorial representation of the keyword 
extraction method.  
 
 

 
 

Figure 1. Keyword extraction method 
 

B. Title word feature:  
Sentences containing words that appear in the title are 

also indicative of the theme of the document. These 
sentences are having greater chances for including in 
summary. 

C. Sentence location feature:  
Usually first and last sentence of first and last 

paragraph of  a text document are more important and are 
having greater chances to be included in summary. 

D. Sentence Length feature:  
Very large and very short sentences are usually not 

included in summary. 

E. Proper Noun feature:   
Proper noun is name of a person, place and concept 

etc. Sentences containing proper nouns are having greater 
chances for including in summary. 

F. Upper-case word feature:  
Sentences containing acronyms or proper names are 

included.  

G. Cue-Phrase Feature:  
Sentences containing any cue phrase (e.g. “in 

conclusion”, “this letter”, “this report”, “summary”, 
“argue”, “purpose”, “develop”, “attempt” etc.) are most 
likely to be in summaries. 

H. Biased Word Feature: 
 If a word appearing in a sentence is from biased word 

list, then that sentence is important. Biased word list is 
previously defined and may contain domain specific 
words. 

I. Font based feature: 
 Sentences containing words appearing in upper case, 

bold, italics or Underlined fonts are usually more 
important. 

J. Pronouns:  
Pronouns such as “she, they, it” cannot be included in 

summary unless they are expanded into corresponding 
nouns.  

K. Sentence-to-Sentence Cohesion:  
For each sentence s compute the similarity between s 

and each other sentence s’ of the document, then add up 
those similarity values, obtaining the raw value of this 
feature for s. The process is repeated for all sentences. 

L. Sentence-to-Centroid Cohesion: 
 For each sentence s as compute the vector 

representing the centroid of the document, which is the 
arithmetic average over the corresponding coordinate 
values of all the sentences of the document; then compute 
the similarity between the centroid and each sentence, 
obtaining the raw value of this feature for each sentence. 
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M. Occurrence of non-essential information:  
Some words are indicators of non-essential 

information. These words are speech markers such as 
“because”, “furthermore”, and “additionally”, and 
typically occur in the beginning of a sentence. This is 
also a binary feature, taking on the value “true” if the 
sentence contains at least one of these discourse markers, 
and “false” otherwise. 
 

N. Discourse analysis:  
Discourse level information [38], in a text is one of 

good feature for text summarization. In order to produce 
a coherent, fluent summary, and to determine the flow of 
the author's argument, it is necessary to determine the 
overall discourse structure of the text and then removing 
sentences peripheral to the main message of the text. 
 

These features are important as, a number of methods 
of text summarization are using them. These features are 
covering statistical and linguistic characteristics of a 
language. 
 

IV. EXTRACTIVE SUMMARIZATION METHODS 
Extractive summarizers [13][14][30] aim at picking 

out the most relevant sentences in the document while 
also maintaining a low redundancy in the summary.  
 

A. Term Frequency-Inverse Document Frequency (TF-
IDF) method: 

Bag-of-words model is built at sentence level, with the 
usual weighted term-frequency and inverse sentence-
frequency paradigm [16], where sentence-frequency is 
the number of sentences in the document that contain that 
term. These sentence vectors are then scored by similarity 
to the query and the highest scoring sentences are picked 
to be part of the summary. This is a direct adaptation of 
Information Retrieval paradigm to summarization. 
Summarization is query-specific, but can be adapted to be 
generic as described below. 

To generate a generic summary, non stop-words that 
occur most frequently in the document(s) may be taken as 
the query words. Since these words represent the theme 
of the document, they generate generic summaries. Term-
frequency is usually 0 or 1 for sentences—since normally 
the same content-word does not appear many times in a 
given sentence. If users create query words the way they 
create for information retrieval, then the query based 
summary generation would become generic 
summarization. 

 

B.  Cluster based method: 
Documents are usually written such that they address 

different topics one after the other in an organized 
manner. They are normally broken up explicitly or 
implicitly into sections. This organization applies even to 

summaries of documents. It is intuitive to think that 
summaries should address different “themes” appearing 
in the documents. Some summarizers incorporate this 
aspect through clustering. If the document collection for 
which summary is being produced is of totally different 
topics, document clustering becomes almost essential to 
generate a meaningful summary. 

Documents are represented using term frequency-
inverse document frequency (TF-IDF) [17] of scores of 
words. Term frequency used in this context is the average 
number of occurrences (per document) over the cluster. 
IDF value is computed based on the entire corpus. The 
summarizer takes already clustered documents as input. 
Each cluster is considered a theme. The theme is 
represented by words with top ranking term frequency, 
inverse document frequency (TF-IDF) scores in that 
cluster. 

Sentence selection is based on similarity of the 
sentences to the theme of the cluster Ci .The next factor 
that is considered for sentence selection is the location of 
the sentence in the document (Li). In the context of 
newswire articles, the closer to the beginning a sentence 
appears, the higher its weight age for inclusion in 
summary. The last factor that increases the score of a 
sentence is its similarity to the first sentence in the 
document to which it belongs (Fi). 
The overall score (Si) of a sentence i is a weighted sum 
of the above three factors:   

 
Si =W1 *Ci + W2 *Fi+ W3 *Li ………………………..(2) 
where Si is the score of sentence Ci,, Fi     are the scores of 
the sentence i based on the similarity to theme of cluster 
and first sentence of the document it belongs to, 
respectively. Li is the score of the sentence based on its 
location in the document. w1, w2 andw3  are the weights 
for linear combination of the three scores. Note the 
similarity between the sentence score in equations (1) and 
(2). The role of F in (2) is similar to that of T in (1). The 
difference however, is that Si, in (2) is further re-scored 
using a redundancy factor. Once the documents are 
clustered, sentence selection from within the cluster to 
form its summary is local to the documents in the cluster. 
The IDF value based on the corpus statistics seems 
counter-intuitive. A better choice may be to take the 
Average-TF alone to determine the theme of the cluster, 
and then rely on the “anti redundancy” factor to cover the 
important ‘themes’ within the cluster. 
 

C. Graph theoretic approach: 
As seen in the previous methods, the first step 

involved in the process of summarizing one or more 
documents is identifying the issues or topics addressed in 
the document. Graph theoretic representation [18] of 
passages provides a method of identification of these 
themes. After the common preprocessing steps, namely, 
stop word removal and stemming, sentences in the 
documents are represented as nodes in an undirected 
graph.  
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There is a node for every sentence. Two sentences are 
connected with an edge if the two sentences share some 
common words, or in other words, their (cosine, or such) 
similarity is above some threshold. This representation 
yields two results: The partitions contained in the graph 
(that is those sub-graphs that are unconnected to the other 
sub graphs), form distinct topics covered in the 
documents. This allows a choice of coverage in the 
summary. For query-specific summaries, sentences may 
be selected only from the pertinent sub graph, while for 
generic summaries, representative sentences may be 
chosen from each of the sub-graphs. 

  

 
Figure 2. Graph theoretic approach 

 
The second result yielded by the graph-theoretic 

method is the identification of the important sentences in 
the document. The nodes with high cardinality (number 
of edges connected to that node), are the important 
sentences in the partition, and hence carry higher 
preference to be included in the summary. Figure2 shows 
an example graph for a document. It can be seen that 
there are about 3-4 topics in the document; the nodes that 
are encircled can be seen to be informative sentences in 
the document, since they share information with many 
other sentences in the document. The graph theoretic 
method may also be adapted easily for visualization of 
inter- and intra-document similarity. 

 

D. Machine Learning approach 
Given a set of training document and their extractive 

summaries, the summarization process is modeled as a 
classification problem: sentences are classified as 
summary sentences and non-summary sentences based on 
the features that they possess. The classification 
probabilities are learnt statistically [3] from the training 
data, using Bayes’ rule: 
 
P (s∈<S | F1, F2, ..., FN) = P (F1, F2, ..., FN | s∈S)  *   
                                             P (s∈S) / P (F1, F2,..., FN) 
 
where s is a sentence from the document collection, F1, 
F2…FN are features used in classification. S is the 
summary to be generated, and P (s∈< S | F1, F2, ..., FN) 

is the probability that sentence s will be chosen to form 
the summary given that it possesses features F1,F2…FN. 
 

E. LSA Method 
Singular Value Decomposition (SVD) [13] is a very 

powerful mathematical tool that can find principal 
orthogonal dimensions of multidimensional data. It has 
applications in many areas and is known by different 
names: Karhunen-Loeve Transform in image processing, 
Principal Component Analysis (PCA) in signal processes 
and Latent Semantic Analysis (LSA) in text processing. 
It gets this name LSA because SVD applied to document-
word matrices, groups documents that are semantically 
related to each other, even when they do not share 
common words. 

Words that usually occur in related contexts are also 
related in the same singular space. This method can be 
applied to extract the topic-words and content-sentences 
from documents. The advantage of using LSA vectors for 
summarization rather than the word vectors is that 
conceptual (or semantic) relations as represented in 
human brain are automatically captured in the LSA, 
while using word vectors without the LSA transformation 
requires design of explicit methods to derive conceptual 
relations. Since SVD finds principal and mutually 
orthogonal dimensions of the sentence vectors, picking 
out a representative sentence from each of the dimensions 
ensures relevance to the document, and orthogonality 
ensures non-redundancy. It is to be noted that this 
property applies only to data that has principal 
dimensions inherently—however, LSA would probably 
work since most of the text data has such principal 
dimensions owing to the variety of topics it addresses. 
 

F.  An approach to concept-obtained text summarization 
The idea of this approach is to obtain concepts of 

words based on HowNet [19][20], and use concept as 
feature, instead of word. This approach uses conceptual 
vector space model to form a rough summarization, and 
then calculate degree of semantic similarity of sentence 
for reducing its redundancy. A good summary system 
should extract the diverse topics of the document while 
keeping redundancy to a minimum.  This method consists 
of the following three main stages: 
Stage 1: Using Hownet as tool to obtain concept of text, 
and establishing conceptual vector space model. 
Stage 2: Calculate importance of concept based on 
conceptual vector space model. 
Stage 3: Generate the final summary by calculating 
importance of sentence and reducing the redundancy of 
summarization. 
 

G. Text summarization with neural networks 
This method involves training the neural networks to 

learn the types of sentences that should be included in the 
summary. This is accomplished by training the network 
with sentences in several test paragraphs where each 
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sentence is identified as to whether it should be included 
in the summary or not. This is done by a human reader. 
The neural network [21] learns the patterns inherent in 
sentences that should be included in the summary and 
those that should not be included. It uses three-layered 
Feed forward neural network, which has been proven to 
be a universal function approximator. 

The first phase of the process involves training 
the neural networks to learn the types of sentences 
that should be included in the summary. This is 
accomplished by training the network with 
sentences in several test paragraphs where each 
sentence is identified as to whether it should be 
included in the summary or not. This is done by a 
human reader. The neural network learns the 
patterns inherent in sentences that should be 
included in the summary and those that should not 
be included. The Neural Network [27] after Training is 
shown in figure3.  

 
Figure 3. Neural Network after Training 

 
Once the network has learned the features that must exist 
in summary sentences, we need to discover the trends and 
relationships among the features that are inherent in the 
majority of sentences. This is accomplished by the 
feature fusion phase, which consists of two steps: 1) 
eliminating uncommon features; and 2) collapsing the 
effects of common features. The connections having very 
small weights after training can be pruned without 
affecting the performance of the network. As a result, any 
input or hidden layer neuron having no emanating 
connections can be safely removed from the network. In 
addition, any hidden layer neuron having no abutting 
connections can be removed. This corresponds to 
eliminating uncommon features from the network [27] 
as shown in figure4. 

 
Figure 4. Neural Network after Pruning 

 
The hidden layer activation values for each hidden layer 
neuron are clustered utilizing an adaptive clustering 

technique. Each cluster is identified by its centroid and 
frequency. The activation value of each hidden layer 
neuron is replaced by the centroid of the cluster, which 
the activation value belongs to. This corresponds to 
collapsing the effects of common features. The 
combination of these two steps corresponds to  

 
Figure 5. Neural Network after feature fusion 

 
generalizing the effects of features, as a whole, and 
providing control parameters for sentence ranking. The 
Neural Network [27] after feature fusion is shown in 
figure5. 
 

H. Automatic text summarization based on fuzzy logic 
This method considers each characteristic of a text 

such as sentence length, similarity to little, similarity to 
key word and etc. as the input of fuzzy system[2][22]. 
Then, it enters all the rules needed for summarization, in 
the knowledge base of system. After ward, a value from 
zero to one is obtained for each sentence in the output 
based on sentence characteristics and the available rules 
in the knowledge base. The obtained value in the output 
determines the degree of the importance of the sentence 
in the final summary. The input membership function for 
each feature is divided into three membership functions 
which are composed of insignificant values (low L), very 
low (VL), medium (M), significant values (High h) and 
very high (VH). The important sentences are extracted 
using IF-THEN rules according to the feature criteria.  

 

                  
Figure 6. Text summarization based on fuzzy logic system architecture 

 
Text summarization based on fuzzy logic system 

architecture [28] is shown in figure6. Fuzzy logic system 
design usually implicates selecting fuzzy rules and 
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membership function. The selection of fuzzy rules and 
membership functions directly affect the performance of 
the fuzzy logic system. The fuzzy logic system consists 
of four components: fuzzifier, inference engine, 
defuzzifier, and the fuzzy knowledge base. In the 
fuzzifier, crisp inputs are translated into linguistic values 
using a membership function to be used to the input 
linguistic variables. After fuzzification, the inference 
engine refers to the rule base containing fuzzy IFTHEN 
rules to derive the linguistic values. In the last step, the 
output linguistic variables from the inference are 
converted to the final crisp values by the defuzzifier 
using membership function for representing the final 
sentence score. 
 

I. Text summarization using regression for estimating 
feature weights 

Mathematical regression [6] is a good model to 
estimate the text feature weights. In this model, a 
mathematical function can relate output to input. The 
feature parameters of many manually summarized 
English documents are used as independent input 
variables and corresponding dependent outputs are 
specified in training phase. A relation between inputs and 
outputs is established. Then testing data are introduced to 
the system model for evaluation of its efficiency. In 
matrix notation we can represent regression as follow: 
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Where 
[ ]Y is output vector. 

[ ]X  is the input matrix (feature parameters) 

[ ]w  is linear statistical model of system (the weights    
 w1, w2……….w10 in the equation) 
m is total number of sentences in the training corpus 

 

J.  Multi-document extractive summarization  
Multi document extractive summarization deals with 

extraction of summarized information from multiple texts 
written about the same topic. Resulting summary report 
allows individual users, so as professional information 
consumers, to quickly familiarize themselves with 
information contained in a large cluster of documents. 
Multi-document summarization creates information 
reports that are both concise and comprehensive. With 
different opinions being put together & outlined, every 
topic is described from multiple perspectives within a 
single document. 

NeATS [15] is a multi-document summarization system 
that attempts to extract relevant or interesting portions 
from a set of documents about some topic and present 
them in coherent order. It is an extraction-based multi-
document summarization system. Given an input of a 
collection of sets of newspaper articles, NeATS generates 
summaries in three stages: content selection, filtering, 
and presentation.  

The goal of content selection is to identify important 
concepts mentioned in a document collection. In a key 
step for locating important sentences, NeATS computes 
the likelihood ratio to identify key concepts in unigrams, 
bigrams, and trigrams, using the on- topic document 
collection as the relevant set and the off-topic document 
collection as the irrelevant set. With the individual key 
concepts available, these concepts are clustered in order 
to identify major subtopics within the main topic. 
Clusters are formed through strict lexical connection. 
Each sentence in the document set is then ranked, using 
the key concept structures. 
NeATS uses three different filters: sentence position, 
stigma words, and maximum marginal relevancy. 
Sentence position is a good content filter, that only 
retains the leading 10 sentences. Some sentences start 
with stigma words like: 
• Conjunctions (e.g., but, although, however) 
• The verb say and its derivatives 
• Quotation marks 
• Pronouns such as he, she, and they 
usually cause discontinuity in summaries. The scores of 
these sentences are reduced to avoid including them in 
short summaries. Redundancy issue is addressed in 
maximum marginal relevancy filter. A sentence is added 
to the summary if and only if its content has less than X 
percent overlap with the summary. The overlap ratio is 
computed using simple stemmed word overlap and the 
threshold X is set empirically. 

Hub/Authority [39] framework is multi document 
summarization system which, firstly detect the sub-topics 
in multi-documents by sentence clustering and extract the 
feature words (or phrase) of different sub-topics. 
Secondly, all feature words and the cue phrases are used 
as the vertex of Hub and all sentences are regarded as the 
vertex of Authority. If the sentence contains the words in 
Hub, there is an edge between the Hub word and the 
Authority sentence. The initial weight of each vertex 
considers both the content and the cues such as cue 
phrase and first sentence. Through the mutual 
reinforcement mechanism of the Hub-Authority 
algorithm, we can rank the importance of the sentences 
within the multi-documents. The assumption behind this 
cue-based Hub/Authority approach is that a good Hub 
word (or phrase) is the content that points to many good 
authorities sentences and a good authority sentence is a 
vertex that is pointed to by many good hub words. 
Thirdly, It has used the Markov Model to order the sub-
topics that the final summarization should contain and 
output the text summarization according to the sentence 
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ranking score of all sentences within one sub-topic as 
user' requirement. 

Generic relation extraction (GRE) [40] is a novel   
multi document text summarization approach, which 
aims to build systems for relation identification and 
characterization that can be transferred across domains 
and tasks without modification of model parameters. 

 

K. Query based extractive text summarization 
In query based text summarization [42] system, the 

sentences in a given document are scored based on the 
frequency counts of terms (words or phrases). The 
sentences containing the query phrases are given higher 
scores than the ones containing single query words. 
Then, the sentences with highest scores are incorporated 
into the output summary together with their structural 
context. Portions of text may be extracted from different 
sections or subsections. The resulting summary is the 
union of such extracts. The number of extracted 
sentences and the extent to which their context is 
displayed depends on the summary frame size which is 
fixed to the size of the screen that can be seen without 
scrolling. In the sentence extraction algorithm, whenever 
a sentence is selected for the inclusion in the summary, 
some of the headings in that context are also selected.  
The query based sentence extraction algorithm is as 
follows: 
 
Algorithm: 
1:  Rank all the sentences according to their score. 
2:  Add the main title of the document to the summary. 
3:  Add the first level-1 heading to the summary. 
4:  While (summary size limit not exceeded) 
5:  Add the next highest scored sentence. 
6:  Add the structural context of the sentence: 
    (if any and not already included in the summary) 
7:  Add the highest level heading above the 
     extracted text (call this heading h). 
8:  Add the heading before h in the same level. 
9:  Add the heading after h in the same level. 
10: Repeat steps 7, 8 and 9 for the next highest level 
      headings. 
11: End while 
  An another query-specific summarization [43] method 
views a document as a set of interconnected text 
fragments (passages) and focuses on keyword queries, 
since keyword search is the most popular information 
discovery method on documents, because of its power 
and ease of use. Firstly, at the preprocessing stage, it adds 
structure to every document, which can then be viewed as 
a labeled, weighted graph, called the document graph. 
Then, at query time, given a set of keywords, it performs 
keyword proximity search on the document graphs to 
discover how the keywords are associated in the 
document graphs. For each document its summary is the 
minimum spanning tree on the corresponding document 
graph that contains all the keywords. 

In query-specific opinion summarization system [44] 
(QOS), When input an opinion question, the system 

returns a summary with relevance to the opinion and 
target described by the question. The system has several 
modules to be able to do this: a question analysis and 
query reformulation module, a latent semantic indexing 
based sentence scoring module, a sentence polarity 
detection module, and a redundancy removal module. 

Bayesian summarization [45] (BAYESUM) is a model 
for sentence extraction in query-focused summarization. 
BAYESUM leverages the common case in which 
multiple documents are relevant to a single query. Using 
these documents as reinforcement for query terms, 
BAYESUM is not afflicted by the paucity of information 
in short queries. For a collection of D documents and Q 
queries, assume a D × Q binary matrix r, where rdq = 1 if 
an only if document d is relevant to query q. In multi 
document summarization, rdq will be 1 exactly when d is 
in the document set corresponding to query q. 

 

L.  Multilingual Extractive Text summarization 
Multilingual text summarization is to summarize the 

source text in different language to the target language 
final summary. SimFinderML [24] identifies similar 
pieces of text by computing similarity over multiple 
features. There are two types of features, composite 
features, and unary features. All features are computed 
over primitives, syntactic, linguistic, or knowledge-based 
information units extracted from the sentences. Both 
composite and unary features are constructed over the 
primitives. The primitives used and features computed 
can be set at run-time, allowing for easy experimentation 
with different settings, and making it easy to add new 
features and primitives. Support for new languages is 
added to the system by developing modules conforming 
to interfaces for text pre-processing and primitive 
extraction for the language, and using existing 
dictionary-based translation methods, or adding other 
language-specific translation methods. 

MINDS [25] integrates multi-lingual summarization 
and multi document summarization capabilities using a 
multiengine, core summarization system and provides 
fast, interactive document access through hypertext 
summaries. Core summarization problem of MINDS is 
taking a single text and producing a shorter text in the 
same language that contains all the main points in the 
input text. It is using a robust, graded approach for 
building the core engine by incorporating statistical, 
syntactic and documents structure analyses among other 
techniques. This approach is less expensive and more 
robust than a summarization technique based entirely on 
a single method. The core engine is being designed in 
such a way that as additional resources, such as lexical 
and other knowledge bases or text processing and MT 
engines, become available from other ongoing research 
efforts they can be incorporated into the overall multi-
engine MINDS system. Ideally the core engine itself will 
remain language independent. A prototype core engine 
has been built for English, Spanish, Russian, and 
Japanese documents. 
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MEAD [26] is the multi-lingual summarization and 
evaluation method. MEAD’s architecture consists of four 
stages. First, documents in a cluster are converted to 
MEAD’s internal (XML-based) format. Second, given a 
configuration file or command-line options, a number of 
features are extracted for each sentence of the cluster. 
Third, these features are combined into a composite score 
for each sentence. Fourth, these scores can be further 
refined after considering possible cross-sentence 
dependencies (e.g., repeated sentences, chronological 
ordering, source preferences, etc.) In addition to a 
number of command-line utilities, MEAD provides a Perl 
API which lets external programs access its internal 
libraries. 

V.  CONCLUSIONS 
This survey paper is concentrating on extractive 

summarization methods. An extractive summary is 
selection of important sentences from the original text. 
The importance of sentences is decided based on 
statistical and linguistic features of sentences.  

Many variations of the extractive approach [41] have 
been tried in the last ten years. However, it is hard to say 
how much greater interpretive sophistication, at sentence 
or text level, contributes to performance. Without the use 
of NLP, the generated summary may suffer from lack of 
cohesion and semantics. If texts containing multiple 
topics, the generated summary might not be balanced. 
Deciding proper weights of individual features is very 
important as quality of final summary is depending on it. 
We should devote more time in deciding feature weights.  

The biggest challenge for text summarization is to 
summarize content from a number of textual and semi 
structured sources, including databases and web pages, in 
the right way (language, format, size, time) for a specific 
user. The text summarization software should produce 
the effective summary in less time and with least 
redundancy. Summaries can be evaluated using intrinsic 
or extrinsic measures. While intrinsic methods attempt to 
measure summary quality using human evaluation and 
extrinsic methods measure the same through a task based  
performance measure [35] such the information retrieval-
oriented task. 
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