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Abstract—Optical communication are necessary for
achieving reliable, fast and flexible communication
Advances in electro-optic technologies have made taal

communication a reliable networking choice to meethe

increasing demands for high bandwidth and low
communication latency of high-performance
computing/communication applications. So optical nsvorks

gives high performance as well as low latency. Aldugh

optical MINs hold great promise and have advantagesver
their electronic networks, they also hold their own
challenges. This paper compares electronic and Opal

MINs. The design issues and solution approaches alable

for optical MINs are also explained and analyzed.

Index Terms— Multistage Interconnection Networks (MIN),
Optical networks, Crosstalk, Window methods.

I. INTRODUCTION

To meet the increasing demands of high performan
computing applications for high channel bandwidtid a
low communication latency, traditional
communication technology used in parallel computin

need arise either for some significant progresshim
traditional interconnects or for some new intercmin
technology be introduced in parallel computing sgs.
Electro-optic  technologies have made

increasing demands with its advancement
technology. Fiber optic communications offer
combination of high bandwidth, low error probalyilénd
gigabit transmission capacity.

Multistage

extensively accepted as an interconnecting scheme f

parallel computing systems. As optical technolog
advances, there is considerable interest in uspiga

technology to implement interconnection network an
is

switches. A multistage interconnection network
composed of several stages of switch elements lghwh
any input port can be connected to any output ipotthe
network. Optical MIN represents a very importardssl
of interconnecting schemes used for constructintic@p
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metal-based.

optical
communication a promising network choice to meet th
in the
a

interconnection networks have been

interconnections for communication networks and
multiprocessor systems. This network consists of N
inputs, N outputs and n stages (nzMj Each stage has
N/2 switching elements each SE has two inputs amd t
outputs connected in a certain pattern. The modelyi
used MINs are the electronic MINs. In electronicN)
electricity is used, since in optical MINs, liglst used to
transmit the messages. Although electronic MINs and
optical MINs have many similarities but there acene
fundamental differences between them. Availablécapt
MINs were built mainly on banyan or its equivaléetg.
baseline, omega) networks because they are fast in switch
setting (self-routing) and also have a small numdier
switches between an input-output pair. Banyan nedsvo
have a unique path between an input-output pad this
makes them blocking networks. Non-blocking networks
can be constructed by either appending some eteges

to the back of a regular banyan network. Crossialk

ce

optical networks is one of the major shortcomings i
optical switching networks, and avoiding crosstalkan
important for making optical communication propefyp

systems is becoming a potential bottleneck. Now, thg"’wOld a crosstalk, many approaches have been usd s

as time domain and space domain approaches. Because
the messages should be partitioned into severalpgro

send to the network, some methods are used to find
conflicts between the messages.

[I. MULTISTAGE INTERCONNECTION
NETWORKS

Multistage interconnection networks (MINSs) consist
of more than one stage of small interconnectiomelgs
called switching elements and links interconnecthrm.

yMultistage interconnection networks (MINs) are used

ultiprocessing systems to provide cost-effectivigh-

andwidth communication between processors and/or
memory modules. A MIN normally connects N inputs to
N outputs and is referred as an N x N MIN [9,10heT
parameter N is called the size of the network. &reme
several different multistage interconnection neksor
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proposed and studied in the literature. Figurduktitates speed mismatch occur due to the high speed ofadptic
a structure of multistage interconnection netwavkjch  signals. The second approach is all-optical switghi
are representatives af general class of networks. This This has removed the problem that occurred with the
figure shows the connection between p inputs and hybrid approach but, such systems will not become
outputs, and connection between these is via number practical in the future and hence only hybrid ogitic
stages. Multistage interconnection network is distum  MINs are considered. In hybrid optical MINs, the
compromise between crossbar and shared bus networikectronically controlled optical switches, suchittsum
of various types of multiprocessor interconnectionsniobate directional couplers, can have switchingesis
networks [1]. Multistage interconnection networksfrom hundreds of picoseconds to tens of hanoseconds
attempt to reduce cost and decrease the path length

A. Switching in optical networks

o ] In optical networks, circuit switching is used. Reic
] — [ switching is not possible with Optical Multistage
[1}— — —11 Interconnection Networks. If packet switching iseds

A P A [ P the address information in each packet must bedigto
age | age 1| otage o . . A A
| ! ! in order to determine the switch state. In a hyb#idN, it
| ! ! means it require conversions from optical signals t
: ] electronic ones, which could be very costly [4]r Bas
reason, circuit switching is usually preferred iptical
Input Output MINSs.
MINs
Figure 1: A MultistageNetwork
ABLE | /\
PROPERTIES OF DIFFERENT INTERCONNECTION OPTICAL ELECTRONIC
TECHNIQUES
Property Bus Crossbar | Multistage / \
Speed Low High High SPACE
Cost Low High Moderate \C,;VLA'\'/DED OPTICS
Reliability Low High High
Configurability | High Low Moderate
Complexity Low High Moderate
HYBRID ALL OPTICS

I1l. OPTICAL MULTISTAGE INTERCONNECTION
NETWORKS
Figure 2: Types of Multistage Networks
An optical MIN can be implemented with either free-
space optics or guided wave technology. It useqd time ) ) i
Division Multiplexing. To exploit the huge optical B- Comparison of Electronic and Optical Networks
bandwidth of fiber, the Wavelength Division
Multiplexing (WDM) technique can also be used. With There are lots of benefits of optical networks over
WDM, the optical spectrum is divided into many the electronic ones. The main benefit of the optica
different logical channels, and each channel cpmads networks over the electronic network is the highexpof
to a unique wavelength. Optical switching, invelibe the Optical signals. In the optical networks ligist
switching of optical signals, rather than electoosignals ~ transmitted which has a very good speed but in the
as in conventional electronic systems. Two types otlectronic Multistage interconnection networks #leity
guided wave optical switching systems can be usgd [ is used which has very slow speed. The second taty@an
The first is a hybrid approach in which opticalrsits are is the Bandwidth. Now a day's applications in
switched, but the switches are electronically adlgd. communication require high bandwidth, the optical
With this approach, the use of electronic contighals networks gives combination of very high bandwidtid a
means that the routing will be carried out eledtralty.  low latency. Therefore, they have been used in the
As such, the speed of the electronic switch corsiigiials ~ parallel processing applications. Optical MINs aiso
can be much less than the bit rate of the opticaladss used in wide area networks, which require lessrerro
being switched. So, with this approach there isiga b probability and very high bandwidth. Fiber optic
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another within a switch. For example, assume that t
two inputs arey and z, respectively, the two outputs will
have ly+Ixz and lz+Ixy, respectivelwhere | is path loss
and x is signal crosstalk in a switch. Using thstloevice
x=35 dB and 1=0.25 dB. For more practically avaiab
devices, it is more likely that x=20 dB and =1 @H.
Hence, whera signal passes many switches, the input
signal will be distorted at the output dteethe loss and
crosstalk introduced on the path.

Crosstalk problem is more dangerous than the path-

transmission distance is significantly greater ththe
electronic ones, signal need not to be regenerated
optical networks. Optical fiber has very less weigh
comparison to electronic MINs. Thus Optical netvgrk
give the combination of high bandwidth and low tete.

TABLE I
COMARISON OF ELECTRONIC AND OPTICAL NETWORKS

Characteristics Electronic Optical dependent loss problem with current optical techayl
Multistage Multistage Thus, switch crosstalk is the most significant dadhat
Netwotks Networks reduces the signal-to-noise ratio and limits the sif a
Speed Less High network. Luckily, ensuring that a switch is not didey
Energy Electricity Light two input signals simultaneously can eliminatetforder
Transmitted crosstalk. Once the major source of crosstalk gisars,
Bandwidth Used for leskUsed for high| crosstalk in an optical MIN will have a very smeffect
bandwidth bandwidth on the signal-to-noise ratio and thus a large apfi¢ciN
applications applications can be built and effectively used in parallel cotimpy
Latency High Less systems.
Error Probability | High Less
Weight More Less V. APPROACHES TO SOLVE CROSSTALK
Cost Less More .
Switching Packet Switching Circuit A. Space Domain Approach
Path Provide Mult path ?witgging_ I One way to solve crosstalk problem is a space
a frcr)?xl esouurclepato p;(t)PYI € S]!rr]ogrf doma?n approaqh, where a MIN is duplicated. and
destination source to coml_)lned to avoid crosstalk [2_3]._ The number of _shfus
' destination requw_ed for the same _connect|V|ty in netwqus vafiace
Complexity More Complex Less Comple domain approach is slightly larger than twice thuatthe
. - - - regular network. This approach uses more than ldoub
Strugture 2-dimensional 3-dimensiona the original network hardware to achieve the sahiels
considered for the same permutation the hardware or we cartheay

no of switches will be double. Thus cost will be remo
with the networks using space domain approach.llin a
the four cases only one input and only one output i

, . _ active at a given time so that no cross talk occWfth

_Due to the difference in speeds of the electrontt a o gnace domain approach, extra switching elements
optical switching elements and the nature of opt|ca(SES) and links are used to ensure that at mostrne
signals, optical MINs also hold their own challesge and one output of every SE will be used at any rgive
time.

IV. PROBLEMS IN OPTICAL NETWORKS

A. Path Dependent Loss

Path dependent loss means that optical signa
become weak after passing through an optical path.
large MIN, a bigpart of the path-dependent loss is
directly proportional to the number of coupleatat the
optical path passes through [16]. Hence, it dependhe
architecture usedand its network size. Hence, if the
optical signal has to pass through more no of stage
switches the path dependent loss will be more.

Figure 3. Crosstalk avoidance using space domaroaph

B. Optical Crosstalk B. Time Domain Approach

Another way to solve the problem of crosstalk is th
time domain approach [3]. With the time domain
approach, the same objective is achieved by trgatin
crosstalk as a conflict; that is, two connection e
established at different times if they use the s@ke
Whereas we want to distribute the messages tortgse
the network into several groups, a method is use€ftht

Optical crosstalk occursshen two signal channels
interact with each other. There are two ways inchhi
optical paths can interact in a switching networke
channels carrying theignals could cross each other.
Alternatively; two paths sharing a switch could
experience some undesired coupling frome path to
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out which messages should not be in the same group

because they will cause crosstalk in the networkefof 000101  message 000 and 100 have conflict
connections is partitioned into several subsetd ghat SHA0D]  megolBlamd ME AV caniict
the connections in each subset can be established 010011  message010 and 110 have conflict
simultaneously in a network. There is no crosstalk 011110 message 011 and 111 have conflict
these subsections. This approach makes importance i ig '1] g tllg
optical MINs for various reasons. First, most of th 110100

multiprocessors use electronic processors and abptic

. . . 111111
MINs. There is a big mismatch between the slow Step 1(w0)
processing speed in processors and the high

communication speed in networks carrying optical 000101 message 000 and 110 have conflict

signals [15]. Second, there is a mismatch betwéen t 001001 message 001 and 101 have conflict

routing control and the fast signal transmissioeesh To 010011 message 010 and 100 have conflict

avoid crosstalk, the TDM approach is used, wheeestt 011110 message 011 and 111 have conflict
of messages are partitioned into several groupls gt 100000
the messages in each group can be sent simultdpeous 101010
through the network without any crosstalk. 110100
111111
VI. METHODS FOR MESSAGE PARTITIONING IN Step 2(wl)

TDM APPROACH 000101 message 000 and 110 have conflict

ool1001 message 001 and 100 have conflict

A. Window method 010011 message 010 and 101 have conflict

. . . . 011110 message 011 and 111 have conflict
Window method is the method that is used to firel th 100000
messages that are not in the same group becazesesits 101010
crosstalk in the network. If we consider the netwof 110100

sizeN x N, there are N source and N destination address. 111111
Combining source and its destination address forms
combination matrix. From this, optical window sizeVi

-1 whereM = log:N and N is size of networkn window

method, the number of windows is equal to the nurobe

stages [11]. @ a @

After finding conflicts using window method,
conflict graph is generated shown in figure. Thenbar @ 0 o
of nodes is the size of the network. The nodes dhat 0
having conflict are connected through edge. Degree

each message is the number of conflicts to therothe

message. Conflict graph is shown in figure 4.
ssage. -0 grapn is gure Figure 4. Conflict graph

The conflict matrix is a square matrix witth x N
entry, it consists of the output of the window nuethas msg | 000
shown in figure 5. The definition of Conflict Matris the o
matrix Mj; with sizeN x N. N is the size of the network.

|
[=]
S|=| O

B. Improved window method

In this method the first window is eliminated foist
we make the conflict matrix initialized to 0, hedember
of windows isM-1. It takes less time to find conflicts
than the windows method. Therefore, it is called
improved windows method [11,12].

|| |Oo|OC|(Co|C|O
Clo|Cec|o|Q|Q|C|OQ| =
||| Oo|o|oc|Cc|Q|Q
QOO |O|O|Q|OC|Q| =
||| OC|O|=
||| OO~
C|lOo|C|O|O|=
o|lo|lo|lOoO|=|O|OC|O| =

Figure 5. Conflict matrix

© 2010 ACADEMY PUBLISHER



146 JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 2, NO. 2, MAY 2010

W, W, W Wy Wy W
w1 W2
oNnofo 14080 0 1 2
0 110 0 ofofr of11 SIERIE
é '1}%' 1 ofi o 1fofr RIERIE
) - b 1 011119- N IERE
- o |1 0 1o fo of1lo BIERIE
- s | o 0 1fof1 ofofo 1l 2 )
o s | o (1’ 1f1fo ofof1 2 1l o )
2 1 |2 - 1 11 N IR E

Figure 7. Bitwise window method

Figure 6. Improved window method

VII. CONCLUSION

o o ) In this paper properties of electronic and optical
C. Bitwise combination matrix MINs have been explained and compared. It is
o o ] ) ) concluded that for today’s applications such asvide
For Bitwise Comb|nat|0n matI‘IX, a.” b|nary b|tS of area networks (WANs) optica| networks is the prdng's
single rows is each windows are converted to decimachgice to meet the high demand of Speed and Barialwid
no. of window is reduced to. By this method, time is The paper also describes the problems and solutibns
reduced approximately by ten times. It is very @lffe  optical MINs. Various methods available in litena,
method even when the network is very large. which are used for crosstalk avoidance in TDM apphp
For example the bitwise combination matrix for 8 8are described in detail. t has been observed that the
network size is demonstrated in Fig. 5. The numifer improved window method takes lesser time to find
columns in WM is 6 Ci, i = 2n) and for bitwise WM is 2  conflicts as compared to window method. The bitwise
(Ci,i=n)[11,12]. window method reduces the execution time ten times
than the other algorithms even when the networ& &z
large.
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