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Abstract—In recent years the networking infrastructure has 
improved and as a result there has been a tremendous growth 
in the number of providers and the services they offer. With 
the wide choice of available services, many clients are inter-
ested in differentiating providers based on Quality of Service 
(QoS) - performance being one of the most important QoS 
attributes. In this paper we focus on provider differentiation 
based on client-perceived performance.  The client-perceived 
performance better represents client experience compared to 
server-side performance measurement used widely today.  We 
analyze and characterize client-perceived performance, based 
on Internet measurements. Based on this characterization, we 
propose a technique - last-period prediction (LPP) - for me-
dium-term performance prediction between a client-provider 
pair, which will be used for provider differentiation.  The LPP 
technique is specially designed to capture the characteristics 
of client-perceived performance, such as periodic fluctuations 
during the concerned period.  Through experiments on the 
Internet, we demonstrate that the proposed technique pro-
vides better prediction accuracy for medium-term prediction 
of client-perceived performance compared to some popular 
time series models such as ARIMA, seasonal ARIMA, expo-
nential smoothing, and Holt-Winters.    
 
Index Terms—Client-side performance, time series prediction, 
application-oriented performance 
 

I. INTRODUCTION 
The Internet has enabled providers to offer services 

globally. In the context of Internet operations, clients are 
normally unaware of the location of a service provider. In 
recent years the networking infrastructure has improved 
and is now more widely available. As a result, there has 
been a tremendous growth in the number of providers and 
the services they offer. Depending on the application do-
main, many clients are interested in differentiating provid-
ers based on Quality of Service (QoS).  This scenario is 
commonly found in cases where multiple providers that can 
fulfill a client’s requirements exist. A typical example of 

such a scenario is in the Web Services (WS) context, where 
QoS-based provider selection has been actively discussed. 
Another example is server selection in application-layer 
anycast [1]. It is shown that dynamic selection based on 
QoS, especially performance, has advantages compared to 
static policy or random selection. In this paper, we focus on 
performance as one of the most important QoS attributes. 

To date various approaches related to performance-
based provider selection have been proposed from both 
industry and academia [2-4]. Many of these approaches 
have commonality on the general definition of performance 
metrics used to differentiate providers. One of the widely 
used approaches is to use performance metrics related to 
the provider, referred to as server-side performance me-
trics, such as request processing time, and processing ca-
pacity. These metrics are typically advertised by the pro-
vider for the client. This approach is adopted in Service 
Level Agreements (SLA) from HP and IBM [5-7], proxy-
based UDDI extension [8],  QoS Certifier [4], and UDDIe 
[9]. 

Server-side performance metrics, however, do not al-
ways represent the performance that is perceived by the 
client. Many different factors such as connection characte-
ristics between the client and provider, and delays intro-
duced by competing traffic are likely to occur in a real life 
environment; therefore server-side performance metrics 
may poorly represent the performance from the client point 
of view. As a result, server-side performance-based provid-
er selection may not produce favorable outcomes from the 
client’s point of view. In other words, the current provider 
selection that is based on server-side performance metrics 
is very likely to produce the result that does not satisfy 
clients’ performance requirement, especially for the servic-
es that are offered world-wide in which the clients are ex-
pected to reside in a heterogeneous network environment.  

In order to address this limitation, the provider rec-
ommendation system needs to be based on the performance 
metrics that represent the client experience accurately. We 
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refer to this metrics as client-perceived performance me-
trics, which are measured from the client point of view, 
based on every invocations made by the client. These me-
trics have been utilized within provider recommendation 
systems in SPAND [10] and UX [11], as well as for web 
server’s resource allocation control in eQoS [12, 13], and 
performance evaluation in  WQMES [14].  

One of the open challenges on utilizing client-
perceived performance within a provider recommendation 
system is to recommend the appropriate provider based on 
future performance. Many third party providers today re-
quire subscription prior to service usage (such as listed in 
www.strikeiron.com). In this situation, once subscribed, the 
client is expected to use the chosen provider for a period of 
time (such as one week) before it can switch to other pro-
viders. Therefore, in order to produce an accurate provider 
recommendation outcome, candidate providers need to be 
compared based on the medium-term predicted perfor-
mance (specifically, the period of the expected service 
usage), as opposed to the short-term predicted performance 
(e.g. the next service invocation). Unfortunately, medium-
term performance prediction has received very little atten-
tion in the past works.  Most of the existing provider selec-
tion schemes, such as [1, 10, 15, 16] are based on the short-
term prediction, which do not accommodate the medium-
term prediction needs of the current service-oriented pro-
vider selection schemes. Developing effective techniques 
to predict client-perceived performance in the medium-
term still remains an open research challenge.  

Aim 
Prediction can be classified as either short-term, me-

dium-term, or long-term from the forecast horizon point of 
view. Consider performance is measured hourly, short-term 
prediction generally refers to one or few step-ahead predic-
tion (which corresponds to one to few hour ahead), and 
usually is intended for immediate use. For example, UX 
uses exponential smoothing for performance prediction, 
and it is intended that the enquiring client uses this predic-
tion for choosing the provider to be used immediately.  

In some other scenarios, performance prediction is re-
quired to be longer than a few hours ahead, such as a day 
or few days ahead. This essentially requires more than 24 
step-ahead prediction (considering the measurement is col-
lected hourly). We refer to this prediction as medium-term 
prediction, and this type of prediction is basically useful to 
assess a longer term of usage. Example of some projects 
which will benefit from this type of prediction are [2, 17]. 
These projects allow specification of the guaranteed period 
of performance on the service offered, and the selection is 
performed by matchmaking with the demand description in 
which the usage period is also specified.  

Our aim in this paper is to investigate the medium-term 
prediction of client-perceived performance; specifically, we 
evaluated the prediction accuracy of nonseasonal and sea-

sonal time series models. Seasonal time series models is 
evaluated for their ability to capture the seasonality proper-
ty, which is in this paper context, is the performance fluc-
tuation across time of day.     

Contributions 
Our investigations focus on two aspects: characteriza-

tion of client-perceived performance, and evaluation of 
time series prediction methods for medium-term perfor-
mance prediction (forecast horizon of one to seven days).   
Based on measurement gathered on the Internet, we ana-
lyze and model client-perceived performance.  Based on 
this analysis we propose a novel prediction method for pre-
dicting medium-term client-perceived performance – last-
period prediction (LPP). The LPP method is specifically 
designed to capture the distinctive characteristic of client-
perceived performance series. We evaluate the proposed 
LPP scheme by comparing it with some popular time series 
prediction methods (i.e. ARIMA, Exponential smoothing, 
Seasonal ARIMA, and Holt-Winters). The results show 
that our proposed method produces significantly higher 
accuracy for medium-term prediction. Our evaluation in 
this paper is based on the real world client-perceived per-
formance measurements, which are collected from an ap-
plication deployed in the PlanetLab (http://planet-lab.org).   

The organization of this paper is as follows: Section II 
discusses related work. Section III discusses client-
perceived performance characterization. Section IV dis-
cusses the existing time series models and their limitations. 
We present our proposed prediction method to address the 
limitations. Section V presents an evaluation on the prac-
tical datasets, followed by a discussion in Section VI. The 
conclusion of this paper is discussed in Section VII.  

II. RELATED WORK 
Time series analysis has been used for prediction and 

modeling for various purposes and fields. ARIMA de-
scribes time series in terms of autoregressive and moving 
average components, and differencing is used for handling 
nonstationary series. Applications of ARIMA for perfor-
mance prediction are NWS predictors [18] and the wide-
area data transfer predictor in [19]. 

The exponential smoothing model is widely used for 
smoothing time series, where recent observations are given 
more weight, and the weight decreases exponentially as the 
observation gets older. This model is simple to implement, 
as it can be expressed in recursive terms, and is widely 
used for smoothing in applications such as round trip time 
smoothing at TCP protocol (RFC 793) and summarizing 
QoS in UX architecture [11].   

Time series that exhibit seasonality can be modeled by 
Seasonal ARIMA or Holt-Winters model.  Seasonal 
ARIMA is an extension of ARIMA model which accounts 
for the seasonality property in the time series. Example 
applications of seasonal ARIMA in network traffic fore-
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casting include [20, 21]. The Holt-Winters model can be 
viewed as an extension of the exponential smoothing mod-
el, which handles trend and seasonality in time series. Net-
work traffic anomaly detection [22] uses Holt-Winters pre-
diction to define the normal traffic boundary.  

Client-perceived performance prediction is a critical 
aspect of provider recommendation, such as in UX [11] 
and SPAND [10]. Both projects take into consideration 
only short term prediction such as one or a few step-ahead 
prediction. Prediction in SPAND uses a sliding window 
median, while UX uses exponential smoothing with 0.8 
smoothing factor. Another project, eQoS [12, 13], also fo-
cuses on short term prediction as it aims to control QoS 
classes of the web server during heavy load period. Expo-
nential smoothing with 0.5 smoothing factor is employed in 
eQoS for predicting the immediate performance.  

III. CLIENT-PERCEIVED PERFORMANCE 
CHARACTERIZATION  

We first focus on analyzing and characterizing client -
perceived performance, which requires performance mea-
surements that represent the performance experienced by 
the client. Although publicly available performance traces 
exist, we have not found any traces that directly relate to 
client-perceived performance we could use in our analysis. 
Although modifying existing live client applications to 
gather perceived performance was a possibility, we chose 
not to do this due to the complexity of the involved 
process.  As an alternative we used a custom client-
provider application, which was deployed on the Planetlab 
test bed. Using Planetlab allows us to observe the perfor-
mance of our custom application under a realistic network 
environment. In this environment, communication between 
client and provider pairs can be considered very similar to a 
real world setting, although there could be minor differenc-
es. Our intention is to analyze the characteristics of the 
client-perceived performance which we believe will be  
similar to that exist in the real world applications. 

We used a Web Services (WS) as our provider.. How-
ever, the performance measurement gathered is not specifi-
cally tied to the  WS, context, thus is applicable to any 
TCP-based applications such as ordinary web applications.  
Application and Environment Settings: 

The WS provider application serves a fixed 100kB of 
textual data (100869 bytes including payload).  A report in 
(www.optimizationweek.com/reviews/average-web-page) 
shows that the average webpage size is about 130kB. A 
modified Axis SOAP engine v1.1 
(http://ws.apache.org/axis) was used on both of the server 
and the client to enable automated performance monitoring 
[23]. The client application (Java-based) was built to in-
voke the service for a given number of iterations per time 
interval. Jetty version 5.1.3 (http://jetty.mortbay.org/jetty) 
was used as the web container of the WS provider applica-
tion. The WS provider application was deployed on four 

different machines: a local server at University of Mel-
bourne, and three PlanetLab machines. These providers 
are: 
S_AU: Local server at University of Melbourne (Australia) 
S_CN: PlanetLab node located at Beijing University (Chi-
na) 
S_US: PlanetLab node located at University of Pennsylva-
nia (US)  
S_EU: PlanetLab node located at Tübingen University 
(Germany) 

Client applications were deployed on PlanetLab nodes 
in three different geographical regions, (US, Europe, and 
China), namely: New York University (U1-U3), Rutgers 
University (U4-U5), Princeton University (U6-U7), Poly-
technic University (U8-U9), Kaiserslautern University (E1-
E2), Swiss Federal Institute of Technology, Lausanne (E3), 
Swiss Federal Institute of Technology, Zurich (E4-E5), 
University of Karlsruhe (E6-E7), Tianjin University (C1-
C2), and Tsinghua University (C3-C4). 

In this setting, clients invoked the providers’ service 
once every 20 minutes. Data was gathered from October to 
November 2005, and was filtered to avoid discontinuity as 
caused by downtime of PlanetLab nodes. The dataset there-
fore contains no missing data and therefore, time series 
models can be applied directly. In a real life situation, dis-
continuity is likely to be encountered and such discontinui-
ties need to be dealt with using approaches such as list-
wise deletion, mean/median substitution, multiple regres-
sion, expectation-maximization (EM) algorithm, and mul-

Figure 1: Plotted throughput (in kBps) against time. The vertical lines 
indicate start/end of the day. 
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tiple imputation [24]. Effectiveness of such techniques for 
handing discontinuities will be investigated in our future 
work.  
Measurement Methodology: 

In [23] we defined three application-oriented client-
perceived measurement metrics:  (1) Latency: is measured 
as the time between service request sent and earliest bytes 
response received.  Latency measurement captures the 
round-trip time and the server processing time. Server code 
is possible to be modified to return the measurement of 
server processing time.  (2) Transfer rate: is measured as 
the average of response transfer rate that excludes the la-
tency. Transfer rate is essentially a measure of the connec-
tion’s rate on transferring continuous data. Therefore, this 
measurement is independent of the latency measurement. 
(3) Throughput: is measured as the average of response rate 
(total response bytes divided by total response time). 
Throughput is measured in the same way as transfer rate 
and represented in the same dimension (i.e. kBps). For 
every invocation the measured throughput will never ex-
ceed the measured transfer rate since the latency cannot be 
zero. If the latency portion is much smaller than the total 
execution time, then the throughput will approach close to 
the measured transfer rate.  

Throughput is used as the performance measurement 
in this paper since it captures both the latency and transfer 
rate components, which therefore reflects client experience 
from a more general sense. 

Visual Observation of Client-Perceived Performance Trace 
Characteristics 

The initial step in investigating client-perceived per-
formance characteristics was the visual observation through 
plotted performance against time. Using the dataset col-
lected from the PlanetLab experiment, Fig. 1 shows 1-week 
client-perceived performance measurement samples of four 
main patterns. Data traces are classified into two catego-
ries: seasonal and nonseasonal. Seasonal traces exhibit pe-
riodic disruption (mean or variance shifts) in a fixed time 
interval (e.g., daily). Fig. 1a provides an example of a daily 
pattern of mean shifts. Seasonal characteristics are general-
ly caused by periodic activity, such as competing applica-
tions that run at regular intervals, or peak/off-peak activity. 
Nonseasonal traces do not exhibit periodic behavior, as 
shown in Fig. 1b. Fig. 1c and Fig. 1d show nonseasonal 
traces, in which the disruption occurs temporarily or per-
manently, rather than periodically. A temporal disruption 
(Fig. 1c) is indicated by a short period of disruption (in the 
context of observation time interval) followed by restora-
tion of the baseline behavior. A permanent shift (Fig. 1d) is 
indicated by a shift which lasts for a relatively long period 
of time. In this example, it lasts for more than five days.  

Testing Trend in Client-Perceived Performance Traces 
Trend and seasonal components are contributing fac-

tors to nonstationary characteristics of time series.  Our 
experimental datasets (observed visually) do not show per-
sistent trends across a daily time interval. As a statistical 
measure, Phillips-Perron tests [25] can be used to test the 
existence of a linear trend in a time series, which assumes 
the given series has a unit root as null hypothesis.  

The result of a Phillips-Perron test on our dataset gives 
a p-value of 0.01 for the whole dataset period (ranging 
from 8 to 33 days). The same result is produced for fixed 
periods of 1 and 3 days. The small p-value (1%) indicates 
that there is strong evidence against the null hypothesis for 
a 99% confidence level. In other words, the test suggests 
the absence of a linear trend in our datasets.  

The absence of a trend is expected, since the client-
perceived performance tends to be bounded in a certain 
range. In contrast to financial forecasting data, such as that 
used in the airline model [26], that exhibit persistent trend. 
Therefore, the prediction model should not capture the 
trend, although modeling with trend may give a better fit. 
Otherwise, the trend will be reflected in the prediction, 
which will deviate further from the bound as the forecast 
horizon increases. In turn, it will produce significantly 
larger prediction errors for medium-term prediction.  

Testing Seasonality in Client-Perceived Performance 
Traces 

Besides trend, seasonality is also a contributing factor 
of a nonstationary time series. A statistical test for the exis-
tence of seasonality is Bartlett’s Kolmogorov-Smirnov test 
[27], which tests if the cumulative periodogram of the data 
follows a uniform distribution. The result of running this 
test on our experimental data shows that 97.4% of the 1-
week series data exhibits significant seasonality with a 99% 
confidence level. It is observed that this test favors positive 
to seasonality even if the series has weak seasonality.  

Seasonality strength can be measured through 
R2

autoregression [28]. This measurement gives a range from 0 
to 1, where [28] prescribes a general interpretation as: non-
existence of seasonality or weak (0 to 0.4), moderate to 
strong seasonality (0.4 to 0.7), and strong to perfect seaso-
nality (0.7 to 1). Before the seasonality strength can be 
measured, the seasonality length has to be determined. We 
used periodogram to identify dominant frequencies (i.e. the 
candidate seasonality lengths), and took the highest seaso-
nality strength of these candidates. Therefore, the result 
indicates the upper bound of the seasonality strength. We 
applied this measurement in our datasets, and calculated the 
upper bound seasonality strength for every client-provider 
pair. The result is shown in Table I, in which we used [28] 
classification of weak/moderate/strong as described pre-
viously. It can be seen that the seasonality property is 
present in a large portion (72.2%) of our datasets, and 
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about half of the datasets exhibit moderate seasonality 
property. 

The follow-up investigation was to identify the com-
mon seasonality length in our datasets through periodo-
gram and seasonality strength measurements. Similar to the 
previous measurement, the periodogram was used to identi-
fy the candidate seasonality lengths, and the seasonality 
length was chosen as the one that gave the strongest seaso-
nality measure. The result of this evaluation is shown in 
Table II. 

 It is shown that for short data lengths, there is a consi-
derable number of 1-day seasonality periods; however, for 
long data length, only 12% show 1-day seasonality. This 
effect can be caused by weak daily seasonality, which is 
only apparent for short periods of observation. For longer 
periods of observation, the strong daily seasonality is re-
quired to be consistent throughout the observation. 

Temporal Disruption  
In order to quantify the occurrence temporal disruption 

in our dataset, we applied change-point detection to detect 
mean shifts, and for each segments (i.e. the interval be-
tween change points) the mean was calculated. Disruption 
can be identified at this stage by observing the mean shifts; 
however, there is a practical difficulty that the segment 
means before and after the disruption is slightly different. 
Therefore, before identifying disruption, we defined states 
in which for each state is associated with a range of per-
formance. For determining the range dynamically, we used 
QT Clustering algorithm [29] on the segment means. 

Every segments therefore is associated with state, and 
we identify disruption based on this state changes. Each 
state is numbered and ordered, so that the upper bound 
performance of the state with lower number is lower than 
the lower bound performance of the state with the higher 

number. For each trace, the baseline state is considered to 
be the median state of the trace, and disruption is consi-
dered if the states following the baseline state are lower, 
and the length is calculated as the total length of the disrup-
tion until the baseline state or higher, is restored. An exam-
ple of this procedure is shown in Fig. 2, in which from the 
state changes shown in (d), there are five occurrences of 
temporal disruptions. 

 The results of running this procedure on our dataset 
shows about half of the occurrences of temporal disruption 
last for less than four hours, and about 80% of the occur-
rences the disruption lasts for less than thirteen hours.  

Permanent Shift 
Permanent shifts can be identified with a similar pro-

cedure as that used to identify temporal disruption. Quanti-
fying the occurrence of permanent shift practically can be 
difficult without defining the minimum length of the shift.  
Consider taking three days as the minimum length of the 
shift, we define that the shift is considered permanent if for 
a point within the dataset, the baseline behavior of the pre-
vious three days and the three days ahead from this point is 
different. Baseline behavior is determined by taking the 
median of the states of the specified interval of time. 
We observed that for the minimum shift length of three 
days, there are 145 permanent shifts within the whole data-
set. For the minimum shift length of seven days, we ob-
serve 37 permanent shifts. The number of occurrence of 
permanent shifts is relatively low compared to the number 
of the occurrence of temporal disruption which is 798 dis-
ruptions.  

TABLE I.  
SEASONALITY STRENGTH OF EXPERIMENTAL DATASETS 

Seasonality Strength Count Percentage (%)

Nonexistent to weak 27.8 
Moderate to strong 51.1 
Strong to perfect 21.1 

 
Figure 2: Procedures on identifying temporal disruptions: (a) plotted raw 
data, (b) applying change point detection, (c) taking the average of each 

segments, and (d) classify the averages into states produced by  
QT clustering. 

TABLE  II.  
LENGTH OF SEASONALITY IN THE EXPERIMENTAL DATASETS 
Data Length 
(Days) 

Seasonality Length 
(Days) 

Count Percentage 
(%) 

3 

0.5 12.4 

0.75 28.6 

1 40.8 

7 

0.5 7.9 

1 12.0 

1.75 23.3 

2.3 22.6 
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IV. CLIENT-PERCEIVED PERFORMANCE 
PREDICTION  

In this section, we evaluate existing time series ap-
proaches for medium-term prediction of client-perceived 
performance. The prediction evaluation is first based on 
synthetic datasets generated to simulate the various traffic 
characteristics observed in the real-world dataset presented 
in Section III. Prediction models are tested on these syn-
thetic datasets in order to examine their behavior on per-
forming medium-term prediction. Evaluation based on the 
real dataset will then be performed in Section V to compare 
the prediction accuracy quantitatively. 

Existing Time Series Approaches for Performance 
Prediction 

We investigated four existing time series prediction 
models: ARIMA, exponential smoothing, seasonal 
ARIMA, and Holt-Winters. 
1) ARIMA Model: The ARIMA (Autoregressive Integrated 
Moving Average) model can be viewed as consisting of 3 
components: autoregressive (AR), moving-average (MA), 
and differencing (I). The AR model describes the time se-
ries as an expression of the previous observation, while the 
MA model describes it as an expression of previous errors. 
Differencing is aimed at dealing with nonstationary series, 
such as those which exhibit linear trend.  

An ARIMA(p,d,q) model of time series is expressed 
as: 

t
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Where: 
p: order of autoregressive part 
d: order of integrated part 
q: order of moving average part 
B: lag operator, where   

iφ  : autoregressive parameters 

iθ  : moving average parameters 

tε  : error terms 
2) Exponential Smoothing Model: Exponential smoothing 
is a popular model for smoothing time series, as well as for 
prediction. Exponential smoothing assigns exponentially 
decreasing weights as the observation gets older.  
Exponential smoothing is expressed as:  

1)1( −⋅−+⋅= ttt sys αα  
Where: 
α  : smoothing factor in which the value 10 <<α  

ts : smoothed observation at time t 
3) Seasonal ARIMA: Seasonal ARIMA (SARIMA) extends 
the ARIMA model to handle a seasonality component.  

An SARIMA(p,d,q)(P,D,Q)L model is expressed as: 

tq
L
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Where: 
L: seasonality period 
P: order of seasonal autoregressive part 
D: order of seasonal integrated part 
Q: order of seasonal moving average part 

4) Holt-Winters Model: The Holt-Winters model is an ex-
tension of exponential smoothing which considers trend 
and seasonality.  

Holt-Winters model is expressed as: 
 (Multiplicative model) 
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Where: 

ts : smoothed observation at time t 

tb  : trend smoothing at time t 

tI  : seasonal smoothing at time t 
L : seasonal period 

mtF +
 : forecast at m periods ahead 

γβα ,,  : is overall, trend, and seasonal smoothing pa-
rameters respectively. 

Limitation of Existing Time Series Approaches for 
Medium-Term Client-Perceived Performance Prediction 

In the earlier section, we discovered that the seasonali-
ty characteristic is expected to be found in the client-
perceived performance measurement series. While this may 
suggest the seasonal time series models (i.e. Seasonal 
ARIMA and Holt-Winters) would produce higher predic-
tion accuracy for medium-term prediction as it can capture 
the seasonality characteristic in their model; our prelimi-
nary evaluation using synthetic dataset reveal an interesting 
outcome. We found that seasonal models produce relatively 
accurate medium-term (e.g. 1-day) prediction, only if the 
seasonality of the series is strong. However, in the case 
where the seasonality is moderate, the prediction outcome 
can be drifted (especially for Holt-Winters model) for me-
dium term, thus degrading the prediction accuracy severe-
ly. Nonseasonal models (i.e. ARIMA and exponential 
smoothing) in such case may produce lower prediction 
error than the seasonal counterpart. 

Nonseasonal models, however, have the limitation that 
they cannot capture seasonal characteristic. Despite they 
may produce lower prediction error in some scenarios, the 
prediction outcome will exclude the fluctuation pattern 
(e.g. performance during peak time or off-peak time) that is 
valuable to distinguish providers at a particular timeframe, 
such as in temporal-aware provider recommendation sys-
tems [17]. 
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Last-Period Prediction (LPP) Method 
In order to overcome the limitations of the current 

models, we propose the last-period prediction (LPP) me-
thod, which we developed to capture seasonality properties 
as well as to deal with temporal and permanent disruption 
scenarios. While the problem of disruption scenarios in 
seasonal models cannot be eliminated completely without 
knowledge of the type of disruption in the series being ex-
amined, it can be suppressed so the effect diminishes 
quickly after a few seasons, provided there are no further 
occurrences. On the other hand, if the disruption occur-
rences are consistent over seasons, then the effect will be 
maintained, allowing seasonality behavior to be captured. 

In our proposed scheme, a prediction is based on the last 
period and is independent of the most recent observation. 
Consider for a seasonal period of L, the forecast for t+m is: 

Lmtmt yy −++ =ˆ     (1) 
This strategy is essentially analogous to last-value pre-

diction as in CPU load prediction in [30], and one of the 
NWS predictors [18], with L=1.   

There are three main steps involved in the above 
scheme: variance suppression, determining seasonality 
length, and multiple-period consideration. 

1) Variance Suppression: The basic model as described 
in (1) has the potential to result in high forecasting error in 
cases where variation of  

ty  is high. We hypothesize that 
suppressing the variance through smoothing will reduce the 
forecasting error significantly compared to using the raw 
data. The model is then expressed as: 

)(ˆ Lmtmt ySy −++ =  (2)  
where S() is the smoothing function.  
We evaluated two smoothing techniques: exponential 

smoothing and segmented-average. Exponential smoothing 
is a well known scheme to smooth noisy series  [31]. Seg-
mented-average employs a change-point detection heuristic 
to segment the time series, and takes the average of each 
segment as the final result. In order to identify the change 
points within the time series, we employ a heuristic based 
on the Hidden Markov Model (HMM) [32]. The basic idea 
of this heuristic is to infer the state changes (either mean or 
variance shifts) of the given observation, which in this case 
is the time series of the client-perceived performance mea-
surement. The model is trained using a sample of client-
perceived time series measurements to estimate the model 
parameters. These parameters are then used to predict the 
state changes of the given observation. The state changes in 
the resulting state sequence can be used to infer the change 
points.  While the number of states (i.e., segments) is un-
known, by iteratively segmenting the two states we can 
infer all change-points of the time series. Iteration stops 
when the resulting adjacent segments have equivalent sta-
tistical properties, which is determined by using a statistical 

t-test (mean test), and F-test (variance test).  
After segmentation is performed, the average of each 

segment can be calculated and used to represent the 
smoothed value of the segment time interval. The seg-
mented-average smoothing process is illustrated in Fig. 3. 
Fig. 3a shows the original series. Fig. 3b shows the seg-
mented series using the change-point detection heuristic, 
and Fig. 3c shows the average calculated for each segment, 
which is the final result of the segmented-average. Fig. 3d 
shows the superimposed original series and segmented-
average.  

2) Determining Seasonality Length: Seasonality length 
can be determined from spectral analysis and the seasonali-
ty strength measurement as described in Section III. For 
initial selection of seasonality length, daily seasonality was 
assumed, since it is prevalent as shown in Section III. The 
effect of seasonality length assumption will be investigated 
in terms of its accuracy and significance in Section V. 

3) Multiple Period Consideration: The last-period 
scheme implies that for 1-period-ahead prediction, only the 
last period is considered. In the case in which a temporal 
disturbance occurs in the previous period, it will be fully 
reflected in the 1-period-ahead prediction. This effect has 
the potential to affect the prediction accuracy, especially 
for multiple-period-ahead predictions, which accumulate 
the reflection of temporal disturbance.  

This effect can be suppressed by considering previous 
periods, and exponential smoothing can be used to derive 
the prediction result, which weights the recent period more 
heavily than the older periods. This scheme is expressed as: 

 )})(),...,(),(),(({ˆ 32 nLmtLmtLmtLmtmt ySySySySESy −+−+−+−++ =  (3) 
In (3), ES() is the exponential smoothing function, and n 

goes as far as the historical data still available, or is prede-

Figure 3: Illustration of segmented-average application of a synthetic 
dataset: original time series (a), identifying change points (b), averaging 

each segment (c), plotted original and smoothed series (d). 
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termined by a cut-off setting, depending on the number of 
periods to be considered.  

V. EVALUATION  
In this section we present the results of the experi-

ments we carried out to evaluate our proposed concepts by 
using the datasets we collected as described in Section III, 
which is based on the measurements of a WS application 
on deployed on PlanetLab nodes. We use this dataset as the 
basis of evaluation, as it represents the measurement ga-
thered from a real world application.  

Model Fitting and Prediction Error Measurement 
Throughout the evaluation, we use the metric referred 

to as throughput, which is the ratio between message being 
exchanged and the client access time (in kBps) to represent 
effective performance, as it accounts the delay introduced 
by both of the network and the server processing time [23]. 
Furthermore, the evaluation was based on prediction cases 
with 3 days of training data. Each prediction case was 
created such that there was no overlap in training data for 
different cases.  For example, consider a dataset with a 
length of 8 days, in a 1-day forecast horizon scenario. 
There are two prediction cases that can be created from this 
dataset. This method of extraction is intended to minimize 
the correlation among prediction cases, therefore avoiding 
bias in the overall analysis. 

Model fitting and prediction was performed using the 
R statistical package (http://www.r-project.org). For 
ARIMA model fitting, we used the R library supplied by 
Rob Hyndman (http://www-personal.buseco.monash.edu 
.au/~hyndman). Model fitting employed in this implemen-
tation is basically trying different sets of p and q which in 
ARIMA(p,d,q). Parameter d was determined by another 
procedure which utilizes the Phillips-Perron unit-root test. 
The best model was chosen such that it minimized AIC.   

Prediction error in a particular time was calculated as 
the relative difference to the actual performance of the par-
ticular time. For example, at time t, the predicted value is 

tŷ  and the actual value is
ty , therefore, the prediction error 

for time t is: 
 

t

tt
t y

yy −
=

ˆ
ε   

The prediction error of one prediction case was calcu-
lated as the root mean squared relative error (RMSRE) for 
the whole forecast horizon n, which is expressed as:  

∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=

n

t t

tt

y
yy

n
RMSRE

1

2
ˆ1  

 

Evaluation of LPP Settings 
There are three settings in the LPP method which were 

evaluated: variance suppression methods, seasonality 
length assumption, and multiple period considerations.  

1) Evaluation of Variance Suppression Methods:   
Variance suppression methods evaluated were exponential 
smoothing and segmented-average. Raw data, without va-
riance suppression, was also included in the comparison. 
These three methods are referred to as: 

1. Last-period (LP) - Raw:  no smoothing performed. 
2. LP-ES: smoothing using exponential smoothing of 

the previous day.  
3. LP-SegAvg: smoothing taking averages of the seg-

ments of the previous day. 
The last-period scheme in this evaluation assumed a period 
length of one day. These smoothing methods were applied 
to perform a 1-day prediction (72 prediction points) by 
using 3 days of training data. For each method, 679 predic-
tion cases were derived from the datasets. Visual observa-
tion through empirical cumulative distribution function 
showed that in general any smoothing technique tested 
reduces prediction error, compared to using the raw data 
directly.  

Side-by-side comparison was performed by examining 
paired differences, for example, examining prediction error 
differences between LP-Raw and LP-ES for each case. A 
statistical test was employed to determine whether the 
mean (parametric tests) or median (nonparametric tests) 
were significantly different, according to the predetermined 
confidence level.  

It was found that the distributions of prediction error dif-
ferences were not normal, as tested using Anderson-
Darling normality test with the confidence level of 99.9%. 
One possible reason is that some prediction cases exhibit 
different types of features, such as permanent or temporal 
disruptions, and different levels of performance variations. 
In this evaluation, we focused on the forecasting perfor-
mance based on the overall cases, rather than based on the 
specific nature of the prediction cases. Therefore, we em-
ployed a nonparametric test (Wilcoxon test) to evaluate 
whether one method has a lower median of prediction error 
than another. The result shows that the prediction error 
median of LP-SegAvg and LP-ES is significantly lower 
than LP-Raw, with a confidence level of 99.9%. The re-
sults for a forecast horizon of 2 to 7 days, also shows the 
same result.  

The results show that smoothing improves the prediction 
accuracy significantly. Furthermore, smoothing using the 
segmented-average produces significantly lower median 
error compared with using exponential smoothing through-
out all forecast horizons. This result was confirmed through 
the paired Wilcoxon test with 99.9% confidence level.  

For the subsequent evaluations in this paper, segmented-
average was chosen as the smoothing technique as it pro-
duces less prediction error. 
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2) Evaluation of the Significance of Length of 
Seasonality: 

In order to evaluate the significance of the length of sea-
sonality in the last-period prediction scheme, we first chose 
SegAvg as described in the previous section as the smooth-
ing technique. There were six schemes to be compared in 
this evaluation (seasonality assumptions were taken from 
Table II): 

1. Assume daily seasonal period 
2. Assume 0.5 day seasonal period 
3. Assume 0.75 day seasonal period 
4. Assume 1.75 day seasonal period 
5. Assume 2.3 day seasonal period 
6. Determine seasonal period from training data 
One-day predictions (72 prediction points) were per-

formed for each seasonality assumption scheme using 5 
days of training data. Five days of training data was cho-
sen, since 2.3-day seasonality requires a minimum length 
of 5 days (at least twice the assumed seasonality).  

The Mood’s test (nonparametric alternative of a one-way 
ANOVA) was performed to test whether one or more of 
the means of these six settings is significantly different. 
The result is shown in Table III, which indicates that there 
is no significant difference between the median values 
among these settings. This suggests that any popular seaso-
nality can be chosen without significantly penalizing pre-
diction accuracy.  

3) Evaluation of Multiple-Period Consideration: 
This evaluation addressed the prediction accuracy of the 

scheme which considers multiple periods compared to a 
scheme which only considers a single seasonal period. The 
LPP method in this evaluation assumed a period length of 
one day, and used SegAvg for smoothing. The two 
schemes to be compared were: 

1. LP-SegAvg: using only the single seasonal period. 
2. LP-SegAvgES: using all available seasonal periods 

which were smoothed through exponential smooth-
ing (as in equation 3). 

These two schemes were applied to perform 1-day pre-
dictions (72 prediction points) by using 3 days of training 

data. For each method, there were 679 predictions made 
using our datasets.  

The result of the paired Wilcoxon test is shown in Table 
IV, which shown that LP-SegAvgES produces significantly 
lower median error compared to LP-SegAvg with a 99.9% 
confidence level, starting from the forecast horizon of 3 
days. This suggests that multiple-periods have an advan-
tage over single-period for longer forecast horizon.  

The evaluation results for LPP settings are summarized 
as follows: 
1. Smoothing reduces prediction error significantly. 

Smoothing using SegAvg as evaluated, produces sig-
nificantly lower prediction error compared to using 
exponential smoothing.  

2.  On choosing the seasonality period, evaluation shows 
there is no significant difference (in terms of median 
prediction error) between using different seasonality 
periods. Furthermore, these seasonality period candi-
dates need to be selected through periodogram and the 
R2

autoregression measure from the training data.  
3.  Multiple-period consideration reduces the prediction 

error significantly for longer forecast horizons (3 or 
more days), since the multiple-period consideration is 
able to suppress temporal disruption, and this effect is 
more apparent for longer forecast horizons. For the 
following evaluations, we used daily-based LP-
SegAvgES for comparison against other models, as 
these settings produced optimal prediction. Daily-
based was chosen as it can reduce computation com-
plexity without increasing prediction error significant-
ly, and there is evidence of daily cycle of internet ac-
tivity reported in other literature [33].  

 
 
 
 
 
 
 

TABLE III.  
P-VALUE OF MOOD’S TEST OF SIX SEASONALITY LENGTH SETTINGS 

Forecast Horizon (days) P-Value 

1 0.590 

2 0.741 

3 0.965 

4 0.875 

5 0.916 

6 0.765 

7 0.947 

TABLE IV.  
P-VALUE OF PAIRED WILCOXON TEST FOR LP-SEGAVGES AND LP-

SEGAVG METHODS WITH AN ALTERNATE HYPOTHESIS OF LP-
SEGAVGES<LP-SEGAVG 

Forecast Horizon (days) P-Value 

1 0.400 

2 0.022 

3 >0.001 

4 >0.001 

5 >0.001 

6 >0.001

7 >0.001 

JOURNAL OF EMERGING TECHNOLOGIES IN WEB INTELLIGENCE, VOL. 2, NO. 1, FEBRUARY 2010 73

© 2010 ACADEMY PUBLISHER



Predictions of Various Time Series Models  
This section examines the prediction errors of time se-

ries models discussed in Section IV: nonseasonal models 
which are ARIMA and exponential smoothing (ES); and 
seasonal models which are seasonal ARIMA (SARIMA) 
and Holt-Winters (HW). The LP-SegAvgES method with 
daily period is also evaluated. Comparison of the models 
was based on the prediction cases from real data traces as 
described in Section III. The prediction cases of previous 
evaluations were based on a default starting time (i.e., the 
prediction always started at 00:00 +10GMT). In this evalu-
ation, the prediction cases needed to be extended so they 
covered different starting times, rather than choosing an 
arbitrary starting time. This need arose for nonseasonal 
models where their prediction was potentially affected by 
the most recent observation. The prediction cases were 
therefore created such that they covered various starting 
times in 2-hour increments. The comparison was then 
based on all the prediction cases with different starting 
times. 

The cumulative distribution function of the RMSRE 
for each model is shown in Fig. 4. The cumulative distribu-
tion function provides a visual comparison of each predic-
tion model—which shows the Holt-Winters prediction is 
clearly out performed by the others. 

The frequency distribution of the prediction error of 
these models as observed does not follow a normal distri-
bution, as there are high-valued outliers. Anderson-Darling 
normality test also confirms that the distribution is not 
normal with a 99.9% confidence level.  In this paper, our 
focus is to compare the prediction accuracy in general, ra-
ther than on a case-by-case basis; therefore, the comparison 
is based on median and interquartile range (IQR) rather 
than average and standard deviation, providing a more ro-
bust measurement in the presence of outliers. The summary 
of prediction error for 1-day forecast horizons is shown in 
Table V. Side-by-side comparisons using paired Wilcoxon 
tests were performed to determine whether the median dif-
ference is statistically significant. Using 99.9% confidence 
level, the tests show the ordering is as follows:  

LP-SegAvgES < ARIMA < ES < SARIMA < HW. 
Another method of evaluation is to plot the median 

prediction error at various starting times, which are shown 
in Fig. 5. The median prediction error of ES is the most 
affected by the choice of starting time, while LP-
SegAvgES produces considerably more consistent results 
for different starting times.  

N-Step Ahead Performance Estimation  
In order to investigate the prediction error of each 

model for various forecast horizons, seven sets of predic-
tion horizons were created. Every set represents a different 
forecast horizon starting from 1-day up to 7-day prediction. 
All of these cases use 3 days of training data.  

The result is summarized in the median RMSRE prediction, 
which is shown in Fig. 6. While it is expected that the cen-
ter measure and the spread of prediction error grows as the 
forecast horizon gets longer, it is shown that LP-SegAvgES 
produces consistently low errors throughout different fore-
cast horizons when compared to other models. To confirm 
this observation, the paired Wilcoxon tests, with a 99.9% 
confidence level is run for each forecast horizon. The result 
is shown in Table VI.  

SARIMA prediction accuracy degrades more quickly 
when compared to other models as the forecast horizon 
increases.  
This effect is most likely caused by choosing the SARIMA 
model that accounts for linear trend. The best-fit SARIMA 
in this experiment shows about 81% of the prediction cases 
selected SARIMA (0,1,1)(0,1,1), which accounts for linear 

 
Figure 4: Empirical CDF based on 1-day prediction of LP-SegAvgES, 

ARIMA, ES, SARIMA, and HW. 

 

 
Figure 5: The effect of starting time (relative to 00:00 +10 GMT) to the 

median forecast error, based on 1-day forecast horizons.  

TABLE V.  
BASIC STATISTICS OF PREDICTION ERROR OF 1-DAY PREDICTION. 

 LP-
SegAvgES ARIMA ES SARIMA HW 

Median 0.278 0.288 0.291 0.303 0.358

IQR 0.224 0.242 0.263 0.238 0.294
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trend. The prediction error becomes more apparent in a 
longer forecast horizon, as the prediction drifts away from 
the effective performance range. Forcing the forecast to use 
SARIMA (0,0,1)(0,0,1) which does not consider linear 
trend on both seasonal and nonseasonal components, im-
proves the medium-term forecasting, as shown in Fig. 6. 
This validates our initial observation of the dataset in 
which the linear trend does not exist.  

In general, the Holt-Winters prediction gives the poor-
est prediction accuracy among all of the models, caused by 
a problem shared with the best-fit SARIMA model: the 
prediction falls outside the effective performance range. 
Referring back to Section IV, the Holt-Winters prediction 
suffers when the seasonality is not strong, and is potentially 
prone to large bias when the recent training data is shifted.  

VI. DISCUSSION 
In Section III it is shown that the real datasets exhibit 

seasonality characteristics. Although the existing seasonal 
models (SARIMA and Holt-Winters) theoretically are 
suited to model such seasonal characteristics, our evalua-
tion results show high prediction errors as compared to the 
nonseasonal models.  One possible explanation is that the 
seasonality in the real datasets is not consistently strong. In 
such cases, seasonal models assume the recurring pattern is 
consistently strong, therefore produces bias, which will be 
more apparent for longer forecast horizons. 
SARIMA in the evaluation is chosen such that the parame-
ters produce the lowest AIC criteria. As described by [34], 
there is no guarantee that a good-fit model will always pro-
duce good forecasts; and this case is shown in the 
SARIMA prediction in the previous section. The best-fit 
SARIMA in the evaluation tends to select the SARIMA 
(0,1,1)(0,1,1) model over other models. While Section  
shows there is no persistent trend in the data traces we use, 
this model may identify a false trend due to the temporal 
disruption, leading to out-of-bound performance predic-
tion. On the other hand, SARIMA (0,0,1)(0,0,1) produces 
high AIC and is less likely to be selected as the best-fit 
model. This model, however, produces lower prediction 
error than the best-fit SARIMA, as well as the Holt-
Winters. For one day forecast horizon, SARIMA 
(0,0,1)(0,0,1) also produces significantly lower prediction 
error compared to exponential smoothing. 

Nonseasonal models in general produce lower predic-
tion error compared to seasonal models, despite their ina-
bility to capture seasonal properties. This may well indicate 
that application of ARIMA or exponential smoothing is 
adequate to perform medium-term forecasting in general. 
Among all models, ARIMA produce lowest prediction er-
ror by number. Exponential smoothing may produce 
slightly higher prediction error (for forecast horizon of one 
to five days) than ARIMA model, however the difference 
is not significant for forecast beyond five days. In practice, 

exponential smoothing may be more preferred for its sim-
plicity.  

For medium-term forecasting, the LPP method pro-
duces the lowest prediction error in this evaluation. While 
this model is able to capture seasonality characteristics, 
unlike the existing seasonal models, it does not suffer from 
the forecast bias for long forecast horizons. In general, LPP 
method is suited for the datasets which exhibit weak to 
medium seasonality, and which were dominant in the 
client-perceived performance.  LPP method is also capable 
of reflecting the seasonality in the prediction, which can be 
used to identify the peak/off-peak period in the forecast. 
This allows a more tailored planning or recommendation, 
based on the time and period of usage. 

VII. CONCLUSION 
Popular time series approaches were evaluated for 

client-perceived performance prediction: ARIMA and ex-

 
Figure 6: Median RMSRE of 1- to 7-day forecast horizons of various 

prediction models. 

TABLE VI.  
MODEL ORDERING BASED ON RMSRE BY PAIRED WILCOXON TESTS. 

Forecast 
Horizon Ordering 

1 day LP-SegAvgES < ARIMA,SARIMA(001)(001) < ES < 
SARIMA < HW 

2 days LP-SegAvgES < ARIMA < SARIMA(001)(001),ES < 
SARIMA < HW 

3 days LP-SegAvgES < ARIMA < SARIMA(001)(001),ES < 
SARIMA < HW 

4 days LP-SegAvgES < ARIMA < ES < SARIMA(001)(001) < 
SARIMA < HW 

5 days LP-SegAvgES < ARIMA,ES < SARIMA(001)(001) < 
SARIMA < HW 

6 days LP-SegAvgES < ARIMA < ES < SARIMA(001)(001) < 
SARIMA < HW 

7 days LP-SegAvgES < ARIMA,ES < SARIMA(001)(001) < 
SARIMA < HW 

Median RMSRE for Different Forecast Horizons
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ponential smoothing, as well as their seasonal counterparts, 
seasonal ARIMA and Holt-Winters. Seasonal models were 
found to produce higher prediction error compared to the 
nonseasonal models, despite the evidence of seasonality. 
The most probable causes are that the seasonality of the 
client-perceived performance is not strong, and the pres-
ence of temporal disruptions. The evaluation also found 
that nonseasonal models produce lower prediction error 
than the seasonal models, which suggests their suitability 
for client-perceived performance prediction in general. 
These nonseasonal models however, do not have the ability 
to reflect the seasonal behavior in the forecast.  

From real life experiments, the LPP method has shown 
its ability to reflect seasonal pattern, as well as produce 
significantly lower prediction errors in medium-term fore-
casting as compared to the existing models evaluated. 
Compared with other existing time series models, this 
scheme produces more consistent results in cases involving 
different starting time selection and longer forecast hori-
zons (up to 7 days). The success of this method for me-
dium-term prediction is best explained through how it cap-
tures the main characteristics of the client-perceived per-
formance: firstly, the seasonality does not need to be 
strong, and secondly, the mean and variance may vary over 
time, but the overall fluctuation is still bounded within a 
finite range. 

VIII. FUTURE WORK 
In this section we briefly describe the provider rec-

ommendation framework we developed, named Provider 
Recommendation based On client-Perceived PERfor-
mance (PROPPER). The main interaction is shown in Fig. 
7. In this framework, client-perceived performance is 
measured automatically at the client’s machine, by using 
middleware library modification approach [23]. The per-
formance measurement log is then submitted to a recom-
mender periodically by the background process. In this 
framework, the recommender will receive performance 
measurement logs from the registered clients.  

The recommender performs two main tasks as shown 
in Fig. 8:  analysis and recommendation. Analysis is an on-
going process, which collects and analyses performance 
measurements submitted by clients. This process produces 
a summary of client performance over time. In contrast, the 
recommendation process is an on-demand process, which is 
only triggered when a client queries the recommender sys-
tem.  The main functionality of this process is to respond to 
a client inquiry with a list of suitable providers, based on 
predicted performance as determined using historical data 
from the analysis process.  

The client that seeking for provider recommendation 
can specify the expected service usage duration (e.g. one, 
or two days), and the expected usage time interval (e.g. the 
local peak or off-peak time). The recommendation process 
compares the suitable providers based on the predicted 

performance (calculated by using the medium-term predic-
tion method discussed in this paper) which also accounts 
the expected service usage duration and the expected usage 
time interval specified by the client. From this point it is 
evident that the prediction aspect is crucial within the rec-

 
Figure 7: The main interaction within PROPPER framework. 

 
Figure 8: The main tasks of recommender in PROPPER framework. 

 
Figure 9: Application of PROPPER framework within WS context (a), and 

mirror selection context (b). 
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ommendation process, as it determines the effectiveness of 
the recommendation outcome. 

 PROPPER framework can be applied within the WS 
or mirror selection context, as illustrated in Fig. 9. Our fu-
ture publication will discuss the approach to address 
sparseness in the measurement series through performance 
estimation and imputation, and to conduct comparative 
study against the existing provider recommendation 
frameworks, such as geographical distance-based or coun-
try based recommendation systems. 
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