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Abstract— Motivated with the goal to provide dynamic as-
sembly and personalization of learning content parts, we 
propose an ontology-based solution implemented as an inte-
grated learning environment called TANGRAM. 
TANGRAM relies on two ontologies for representing learn-
ing object (LO) content structure and LO content type (i.e. 
pedagogical role). LO content described by those two on-
tologies is further annotated with concepts of a domain on-
tology, while a learning paths ontology is used to specify 
pedagogical relations (e.g. prerequisites) among domain 
concepts. A user model ontology is defined to represent rele-
vant information about TANGRAM’s users. The paper pre-
sents the employed ontologies, in the context of user model-
ing and personalization. Furthermore, it describes the algo-
rithm we defined to dynamically assemble content units into 
learning content personalized to the user’s domain knowl-
edge, preferences, and learning styles. We also discuss our 
experiences with dynamic content generation and summa-
rize results of the conducted evaluation study. Although 
TAGRAM is a general-purpose learning environment, in 
this paper, we analyze it in the domain of intelligent infor-
mation systems.  
 
Index Terms—ontologies, personalized learning, semantic 
annotation, dynamic content assembly 

I.  INTRODUCTION 

Learning object (LO) reusability is a nice idea, but ask 
yourself the following question – How many times have 
you reused a LO entirely as is? For example, if you are a 
learner, do you typically go to the Web or a LO reposi-
tory, find a LO you might be interested in, and use it as is 
- from its beginning to its end? Alternatively, if you are a 
teacher or an author of educational content, do you just 
find a LO prepared by someone else and include it in 
your teaching materials as is? From our own experience, 
as well as from the experience of a number of other 
learners and teachers we talked to, such scenarios are 
highly unlikely. 

On the other hand, how many times have you reused 
parts of a LO? As a learner, how many times did you 
search just for a specific question/answer, or a specific 

problem/solution, or just an introduction to a topic, or a 
formula and the like, in a more elaborated LO? As a 
teacher or as a content author, how many times have you 
reused and rearranged in your slides a diagram, or a fig-
ure, or a few bullet points, or even a couple of slides pre-
pared for another presentation, either by you yourself or 
by somebody else? To our knowledge, these scenarios 
occur much more often and bring about the idea of reus-
able content units at a granularity finer than a LO as a 
whole [1]. However, current practices assume manual re-
use of parts of a LO which is often tedious and time-
consuming. It takes a lot of copy-and-paste actions, rear-
rangements, and readjustments when authoring a new 
LO.  

Since current e-learning standards and specification do 
not provide adequate support for reusing LOs in their en-
tirety [2][3], one cannot expect the required support for 
content reuse on finer granularity levels. Furthermore, 
these standards and specifications do not capture enough 
information required for advanced levels of learning 
process personalization, such as dynamic personalization 
in accordance with the students’ preferences, learning 
styles, and/or objectives [4]. For example, even though  
the IEEE LOM metadata standard defines over 80 differ-
ent metadata elements to be used when annotating LOs, 
only a couple of them are (to some extent) relevant for 
the personalization purposes. Furthermore, regarding the 
possible values of these metadata elements, the standard 
is, on the one hand very restrictive as it defines a con-
fined set of allowable values, and on the other hand rather 
loose as these values are simple strings lacking explicit 
semantics.   

Being aware of the abovementioned shortcomings of 
the present e-learning standards and specifications, we 
opted for an alternative approach to LOs reuse and learn-
ing process personalization. Specifically, we have devel-
oped an ontology-based approach for automatic decom-
position of LOs into reusable fragments, and dynamic re-
assembly of such fragments into personalized learning 
content. To test the feasibility of the proposed approach, 
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we have developed TANGRAM, an intelligent learning 
environment for the domain of Intelligent Information 
Systems (IIS). The principles we discuss are implementa-
tion-independent. On the other hand, their implementa-
tion in TANGRAM helped us reveal important practical 
details we were not aware of initially.   

The paper is structured as follows: in the next section, 
we present the main idea of the proposed ontology-based 
approach for personalized, on-the-fly content assembly; 
in sections 3 and 4, we present TANGRAM as a proof of 
the concept implementation of the proposed approach; 
section 5 provides more details about the ontologies our 
approach is based upon, whereas section 6 gives a de-
tailed insight into the algorithm for creating personalized 
learning content out of reusable content units; in section 7 
we discuss practical implementation details and experi-
ences with dynamic generation of personalized learning 
content; section 8 presents the most important observa-
tions from the user evaluation study; after a summary of 
the related work, we conclude the paper with directions 
for future research.   

II.  THE IDEA 

Tangram is an ancient Chinese moving piece puzzle, 
consisting of seven geometric shapes that can be assem-
bled in different ways to create more elaborated shapes 
(Fig. 1a). This ancient game is a suitable metaphor for the 
approach we implemented in TANGRAM – building new 
learning content out of existing components and shaping 
up that content differently to satisfy specific needs of in-
dividual learners. When referring to the components of 
existing LOs we use the term Content Unit (CU) (Fig. 
1b). 

For example, assume that a learner is browsing a LO 
repository, looking for some introductory material on 
XML. She1 may find a number of LOs (e.g. HTML pag-
es, text documents, slide presentations) covering the topic 
of XML. However, keyword-based and metadata-based 
search may return LOs that only partially match the 
learner's needs. For instance, introductory material may 
be suitably and thoroughly covered not only in those LOs 
annotated as introductory-level ones. So, how about se-
mantically and automatically extracting just introductory 
pages, slides, examples, and so on from the documents 
returned by classical keyword/metadata-based search? 
These parts can then be assembled into one or more re-
lated new LOs (Fig.1c), and possibly added to the collec-
tion of documents of the learner's interest for future 
study. 

This raises several important questions: 
 What makes a good candidate CU? 
 Is there a common structure of a LO, so that extract-

ing CUs from a selected LO can be automated? 
 What are the criteria for assembling extracted CUs in-

to a new LO? 

                                                           
1 Since gender-neutral language tends to be imprecise and/or cumber-
some, throughout the paper we arbitrarily decided to use feminine pro-
noun for each generic reference to a student. 

 What is the granularity of CUs to be considered for 
reuse? 

 How to harmonize in the newly generated LO the 
content, multiple authorship of assembled CUs, the 
learner's peculiarities, and instructional design issues? 

 After all, where do the original LOs come from and 
where do the new ones go to? 

 
Being fully aware of the multitude of answers to the 

above questions, as well as of the enormous complexity 
of a system that would attempt to cover all of these is-
sues, we have decided to implement TANGRAM prag-
matically. First of all, we wanted it to be useful to our 
students and us in the first place – hence, we originally 
built it for a course that we are teaching (our course on 
Intelligent information systems). This experience helped 
us identify the problems that we were not initially aware 
of, and accordingly plan modifications and extensions.  

We also defined the structure of LOs, i.e. their CUs 
and granularity pragmatically. More specifically, we 
started from the fact that much of the learning material 
(LOs) that university teachers (including us) offer to their 
students takes the form of slide presentations. Hence, we 
focused on slide presentations as LOs.  

We used Semantic Web technologies, ontologies in 
particular, to describe formally the structure of LOs and 
bring in some formal semantics into their annotations. In 
particular, the starting point in our approach was the clas-
sification of ontologies in the domain of e-learning [5] 
which differentiates the following types of ontologies:  
1) content (domain) ontologies that formally describe the 

subject matter (topics) of learning content;  
2) structural ontologies that formalize the content struc-

ture; and  
3) context ontologies that specify the pedagogi-

cal/instructional role of the content.  
 

Accordingly, in our approach, a LO is represented in a 
structural ontology compliant format, whereas concepts 
of a domain ontology are used to describe semantically 
the LO’s content. In addition, the concepts from a context 
ontology are used to semantically mark up LOs with their 
pedagogical/instructional roles. The proposed approach 
also assumes annotation of each component of a LO, thus 
making individual components searchable and reusable. 

Explicitly defined structure of a LO facilitates adapta-
tion of the LO, as it enables direct access to each of its 
components and their tailoring to the specific features of 
a student. Besides, being able to directly access compo-
nents of a LO, we are empowered to pick up components 
from different LOs and dynamically, on-the-fly assemble 
them into a new, personalized learning content. In par-
ticular, new LOs are generated dynamically as HTML 
pages, starting from a LO repository that stores formally 
structured and semantically annotated slide presentations 
prepared by teachers and content authors. 

To handle personalization issues, we relied on learner 
modeling and instruction modeling (i.e. instructional de-
sign). A user model ontology is used to enable formal 
representation of users’ data and exchange of these data 
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with other learning applications. We have also defined a 
special ontology that enables a teacher to formally repre-
sent an optimal learning path through domain topics (i.e., 
an instructional map) that a student should follow.  

 Provision of learning content adapted to a student’s 
current level of knowledge of the domain concept of 
interest, her learning style, and other personal prefer-
ences. 

III. TANGRAM FOR STUDENTS 

TANGRAM is implemented as a Web application and 
intended to be useful to both content authors and students 
interested in the domain of IIS. Two basic functionalities 
of the system from the students’ perspective are: 

 Quick access to a particular type of content about a 
topic of interest such as access to examples of RDF 
documents or definitions of the Semantic Web (both 
topics belong to the domain of IIS).  

 

(a) (b) 

(c) 
 

Fig.1 Tangram: a) Tangram shapes b) Reusing content units from existing learning objects c) example of learning XML – reusing parts of two slides 
in a third one. 
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In this paper, we focus on the former functionality and 
throughout the paper explain how it is realized in 
TANGRAM. 

A. Initialization of the Student Model 
A student must register with the system during the first 

session. Through the registration procedure the system 
acquires information about the student sufficient to create 
an initial version of her model. The student is required to 
fill up a questionnaire that the system uses to deduce the 
basic features of the student’s learning style. As we had 
adopted the Felder & Silverman model of learning styles 
[6], it seemed reasonable to use the questionnaire that 
these authors designed for determining the learning 
style2. However, as the original questionnaire is rather 
long (44 questions), we thought it might discourage the 
students to use the system. Therefore, after consulting a 
psychologist, we made a shorter version of this question-
naire for TANGRAM. Fig. 2a is a snippet of the 
TANGRAM’s screenshot presenting a part of the ques-
tioner.  

As for initial determination of the student’s knowledge 
about the IIS domain, the system relies on the student’s 
self-assessment. During the registration procedure, the 
student is asked to estimate her level of knowledge of the 
main sub-areas of the IIS domain (e.g. Intelligent Agents, 
Semantic Web). In particular, the student is presented 
with the following set of options: ‘Never heard of the top-
ic’, ‘Have a basic idea’, ‘Familiar with’, ‘Know well’ and 
‘Demand advanced topics’, and has to choose the one that 
reflects her knowledge best (Fig. 2b). Internally, 
TANGRAM converts the student’s selection for each 
sub-area into its numerical counterpart (0, 0.2, 0.4, 0.6 or 
0.8, respectively). These numerical values are later used 
to let the system determine the student’s initial position in 
the IIS domain space (more specifically, in its instruc-
tional map) and provide her with proper guidance and 
support.  

 
B. A Learning Session 

A learning session starts after a registered student se-
lects a sub-domain of IIS to learn about, for example 
XML Technologies. Having verified her knowledge of 
the chosen sub-domain (in her user model), TANGRAM 
builds a visual representation of that sub-domain in the 
form of an annotated tree of links (the upper left corner of 
Fig. 3), exploiting link annotation and link hiding tech-
niques [7]. Specifically, the following link annotations 
are used: 
 blue bullet preceding a link to a domain concept de-

notes that the student knows the topic that the link 
points to,  

 green bullet denotes a recommended domain concept, 
i.e. a concept that the student has not learned yet, but 
has knowledge about all prerequisite topics,  

 red bullet is used to annotate a domain topic that the 
student is still not ready for as she is ignorant of the 
prerequisite topics. 

                                                           
2 The questionnaire is known as “Index of Learning Styles”, and is 

available at http://www.engr.ncsu.edu/learningstyles/ilsweb.html 

The link hiding technique is used to prevent the student 
from accessing topics that are too advanced for her. In 
other words, links annotated with red bullets are made in-
active. Hence, the student is free to choose one of the 
blue or green bulleted topics. Specifically, the annotated 
tree presented in Fig. 3 suggests that, according to the 
system’s knowledge, the student has already learned 
about ‘XML’ and ‘XML Schema’ topics; she lacks know-
ledge about ‘XPath’, but is well prepared for learning this 
topics (i.e. she has all required prerequisites); the topic of 
‘XSLT’ is still too advanced for the student as she is ig-
norant of the topics that are essential for successful com-
prehension and acquisition of knowledge on ‘XSLT’. 
Note that TANGRAM does not aim at making a choice 
for the student, but at providing an adaptive guidance 
through the domain space and letting her decide on the 
topic to learn about. Let us suppose that the student wants 
to refresh her knowledge on the already learned topic of 
‘XML’ (e.g., she is preparing for a test) and selects the 
blue bulleted link pointing to the ‘XML’ topic. As the se-
lection is being made, TANGRAM starts building per-
sonalized learning assemblies out of content units avail-
able in its content repository. While doing this, the sys-
tem ‘bears in mind’ the student’s learning style, her pref-
erences regarding content authors and her learning his-
tory. In Section VI, we explain in details the algorithm 
that the assembly process is based upon. After this proc-
ess is finished the student is presented with brief descrip-
tions of the built assemblies sorted according to their 
(calculated) relevance for the student (Fig. 3). One can 
notice the “Already seen” label right beneath the title of 
the second assembly. The system uses this label to re-
mind the student that she studied from that assembly dur-
ing some of her previous sessions with the system. Our 
design decision to offer a student with guidance without 
making a choice instead of her is obvious at this step as 
well. Accordingly, we provide the student with personal-
ized selection of learning contents relevant for her present 
learning needs and then let her freely explore them. Sup-
pose that the student, being aware of the fact that she has 
already learned from the second assembly, decides to ex-
plore the content of the first assembly now. The system 
presents the content of the selected assembly and updates 
the student model. If the student is not satisfied with the 
presented content or wants to explore additional contents 
on the same topic, she can always return to the page list-
ing the available assemblies (Fig. 3) and selects another 
assembly. From this page the student can follow the link 
‘Back to topic selection’ (in the bottom part of Fig. 3) to 
return to the page offering selection of sub-domains and 
then select some other area of the IIS domain to learn 
about (e.g., Intelligent Agents, Semantic Web, etc.) More 
details on the whole process are provided later in the pa-
per. 

IV. TANGRAM’S ARCHITECTURE 
Fig. 4a illustrates TANGRAM’s architecture. As the 

figure suggests, the following four main modules in 
TANGRAM's modular architecture are coordinated by 
the Coordinator module: 
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 Content Management Module is generally responsible 
for handling uploaded LOs and manipulating the 
TANGRAM’s repository of LOs. The main function-
alities of this module include: a) Decomposition of an 
uploaded LO into content units of lower granularity 
levels, according to the content structure ontology; b) 
Automatic annotation of content units – content units 
generated out of the uploaded LO are automatically 
annotated using the TANGRAM’s profile of the LOM 

RDF Binding. Concepts of appropriate ontologies 
(domain ontology and the ontology of pedagogical 
context) set as values of certain metadata elements 
bring in semantics in the content mark-up; c) Storage 
of LOs in a format compliant to the applied content 
structure ontology; d) Search of the repository and re-
trieval of content units of different types and levels of 
granularity.

a) b)  
Fig. 2 A snippet of TANGRAM’s screenshot presenting a part of the questioner for determining students learning style (a); a snippet of TANGRAM’s 

page for students self-estimation of the domain knowledge. 
 

 

 
Fig. 3 A screenshot of TANGRAM after a learning topic has been chosen 

 
 User Model (UM) Management Module is responsible 

for handling any kind of request for accessing and/or 
updating the repository of user models. 

 Dynamic Assembly Module is in charge of dynamic 
(on-the-fly) generation of personalized learning con-
tent for a specific user (i.e. student). This module 
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knows how to combine available content units (ob-
tained from the Content Management Module) to 
form a coherent learning content that suits a particular 
student best (i.e. information that the system has about 
the student, acquired from the UM Management 
Module).  

 User Interface Module handles interaction between 
the system and a user. 

The architecture also comprises two repositories: 1) a 
repository of LOs (stored in a format compliant to the 
content-structure ontology) and their metadata (based on 
the TANGRAM LOM profile); 2) a repository of user 

profiles represented in accordance with the TANGRAM’s 
User Model ontology. 

The current version of TANGRAM focuses exclu-
sively on the content structure, decomposition and anno-
tation of slide presentations (OpenOffice and MS Power-
Point). Our decision to firstly focus on this type of LOs 
was motivated by the widespread use of slide presenta-
tions for organizing lecture materials and tutorials. How-
ever, our intention is to use the acquired experiences to 
enable decomposition and annotation of other types of 
LOs as well (e.g. MS Word, HTML). 
 

a) b) 
Fig. 4  TANGRAM’s architecture (a); excerpt from the SKOS-based IIS domain ontology (b). 

 

V. ONTOLOGIES FOR DYNAMIC ASSEMBLY OF 
PERSONALIZED CONTENT 

TANGRAM is a fully ontology-based learning envi-
ronment. In the following subsections, we briefly present 
each of the ontologies it is based upon. These ontologies 
are publically available3. Additionally, to annotate con-
tent units in TANGRAM, we defined an RDF-based pro-
file of IEEE LOM The profile defines a subset of the 
IEEE LOM elements that we found necessary to support 
the intended functionalities of the system [8]. 

A. Domain Ontology 
IIS domain ontology formally defines the topics cov-

ered in our course on Intelligent information systems 
(such as XML technologies, intelligent agents, Semantic 
Web, and so on). In the development of this ontology, we 
used the W3C SKOS Core4 ontology aimed at describing 
taxonomies and classification schemes. We found that 
SKOS Core ontology contains an excellent variety of 
classes (e.g. ConceptScheme, Concept) and properties 
(e.g. prefLabel, altLabel) to describe topics of a course. In 
addition, SKOS semantic properties, enabled us to struc-

                                                           
3 http://iis.fon.rs/ TANGRAM/ontologies.html 
4 http://www.w3.org/TR/skos-reference/ 

ture the IIS domain in a generalization hierarchy (via the 
broader and its inverse narrower properties), as well as to 
define semantic relations between topics belonging to dif-
ferent branches of the hierarchy (via the related property).  

Fig. 4b illustrates a part of the IIS domain ontology related 
to the topic of ‘XML Schema’. Even without going into de-
tails of the SKOS Core ontology, this RDF graph is easy to 
interpret intuitively. For example, the concept iis:xmlschema 
denotes the XML Schema concept (note the link 
skos:prefLabel from iis:xmlschema to the "XML Schema" 
value-box). 

One should note that the domain ontology does not con-
tain any information regarding topics sequencing, in terms of 
the order in which the topics are to be presented to the stu-
dents. That kind of information is stored separately in the 
Learning Paths ontology. 

B. Learning Paths Ontology 
The Learning Paths (LP) ontology specifies some as-

pects of learning design in TANGRAM. It defines learn-
ing trajectories through the topics defined in the TAN-
GRAM's IIS domain ontology. The ontology is defined 
by extending the SKOS Core ontology with properties for 
defining prerequisite relationships between the domain 
topics (lp:requiresKnowledgeOf and 
lp:isPrerequisiteFor), as well as for defining the diffi-
culty level of domain topics, as perceived by an instructor 
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(lp:hasKnowledgePonder). During a learning session, the 
learner’s knowledge level is compared to the difficulty 
values assigned to the domain concepts by the instructor. 
This comparison enables TANGRAM to provide the 
learner with the instruction adapted to her level of mas-
tery of domain topics.  

The properties lp:requiresKnowledgeOf and 
lp:isPrerequisteFor are defined as sub-properties of the 
skos:semanticRelation property of the SKOS Core ontology. 
These properties are defined as mutually inverse. Addition-
ally, both properties are transitive. One should note that un-
like the Dublin Core properties dc:requires and 
dc:isRequiredBy5 that establish dependency of prerequisite 
type among material LOs, the properties that we introduced 
are intended to describe similar relations on the level of do-
main concepts. 

In the example shown in Fig. 5, the topic iis:xmlschema, 
"XML Schema", is a prerequisite for the topic iis:xslt, "eX-
tensible Stylesheet Language (XSLT)" (the 
lp:isPrerequisiteFor link between the two topics), and the 
instructor has assigned to it the difficulty level of 0.4 (the 
lp:hasKnowledgePonder link between the topic 
iis:xmlschema and the corresponding value-box).  

Note that the pedagogical knowledge represented by the 
learning paths and difficulty levels is fully decoupled from 
(although related to) the domain knowledge. Even if the ap-
plied pedagogical approach changes, the domain ontology 
remains intact and can be reused with another learning de-
sign. 

 

 
Fig. 5 An excerpt from the LP ontology 

 

C. Content Structure Ontology 
TANGRAM’s Content Management Module (see Sec-

tion IV) decomposes the LOs that TANGRAM handles 
(slide presentations) into content units of various granu-
larity levels using the ALOCoM Content Structure ontol-
ogy (ALOCoM CS).  

The ALOCoM CS ontology is based on the Abstract 
Learning Object Content Model (ALOCoM) [9]. Its basic 
concepts include Content Fragment (CF), Content Object 
(CO), and Learning Object (LO). CFs are content units in 
their most basic form, like text, audio, and video (i.e., raw 
digital resources that cannot be further decomposed into 
meaningful content units). A CO is an aggregation of CFs 
and/or other COs, whereas a LO aggregates COs around a 
single learning objective. The ontology defines classes 

                                                           
                                                          

5 http://dublincore.org/documents/dcmi-terms/ 

that formalize these basic concepts of the ALOCoM 
model, namely: alocomcs:ContentFragment, alo-
comcs:ContentObject and alocomcs:LearningObject. It 
also defines a number of important concepts related to the 
structure of almost any LO (i.e., components common to 
all types of LOs). These concepts are included in the on-
tology as subclasses of the three aforementioned root 
classes. In addition, we have created an extension of the 
core ontology which covers slide presentations’ specific 
concepts, such as slide and slide body. 

The ontology also includes properties for representing 
content aggregation and navigational relationships be-
tween content units. Aggregation relationships are repre-
sented in the form of alocomcs:hasPart and its inverse 
alocomcs:isPartOf properties. Navigational relationships 
between content units are specified through the alo-
comcs:preceeds property and its inverse alo-
comcs:follows property. 

D. Content Type Ontology 
In addition to the ALOCoM CS ontology, there is an-

other important ontology in TANGRAM related to the 
learning content – the ontology formalizing the educa-
tional context of content units, called ALOCoM Content 
Type ontology (ALOCoM CT). It specifies potential in-
structional/pedagogical roles of content units of varying 
granularity levels, e.g., abstract, introduction, definition, 
exercise, reference, and so forth. 

As its name suggests, this ontology is also based on the 
ALOCoM model and its basic concepts: CFs, COs and 
LOs. We identified three different kinds of instructional 
roles COs might have: cognitive (e.g. Fact, Definition, 
Procedure), rhetorical (e.g. Introduction, Conclusion) and 
supporting (e.g. Description, Example, Exercise) – these 
are modeled as subclasses of the alocomcs:ContentObject 
class. Concepts such as Tutorial, Lesson, and Test are in-
troduced as subclasses of the alocomst:LearningObject 
class. The alocomcs:ContentFragment class is not sub-
classed, as according to the ALOCoM model [9], an in-
structional role cannot be assigned to a single CF. The 
creation of this ontology was mostly inspired by the re-
search presented in [10][11]. Concepts defined in this on-
tology are used to annotate content units with their in-
structional role. 

E. User Model Ontology 
We developed a User Model (UM) ontology to help us 

formally represent relevant information about 
TANGRAM users (content authors and students). The 
ontology focuses exclusively on the user information that 
proved to be essential for TANGRAM’s functionalities. 
To enable interoperability with other learning applica-
tions and exchange of users’ data, we based the ontology 
on official specifications for user modeling: IEEE PAPI 
Learner6 and IMS LIP7. Furthermore, since we did not 
want to end up with yet another specific interpretation of 
the official specifications, potentially incompatible with 
existing learning applications, we explored existing solu-

 
6 http://edutool.com/papi 
7 http://www.imsglobal.org/profiles 
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tions, like the ones presented in [12][13][14]. In addition, 
we established linkages with well-known Web vocabular-
ies such as the Dublin Core and FOAF8 (Friend-Of-A-
Friend). The result is a modular UM ontology that: 
 uses some parts of the UM ontology developed for the 

ELENA project and described in [14]; specifically, we 
use the elements aimed for representing students’ per-
formance (as proposed by the IEEE PAPI Learner 
specification) and their preferences (as specified in 
the IMS LIP); 

 introduces new constructs for representing users’ data 
that the official specifications do not declare and the 
existing ontologies either do not include at all, or do 
not represent in a manner compliant to the needs of 
TANGRAM. 
 

In the center of Fig. 69, one can notice the class User 
that formally describes the concept of a TANGRAM user. 
It is defined as a subclass of the Agent class from the 
FOAF ontology. Each user can be a member of one or 
more organizations (Organization). Specifically, the user 
can be a member of a university (University) and/or a re-
search centre (ResearchCentre). In addition, a user can be 
a member of one or more groups, such as research or 
study group (represented with ResearchGroup and Stu-
dyGroup classes respectively). Additionally, for each user 
the system needs data about her role/position in the for-
mal organization she belongs to. Therefore, we intro-
duced the property hasRole that relates an instance of the 
User class with an appropriate instance of the UserRole 
class. The latter class formalizes the concept of a 
role/position a user typically has in an educational envi-
ronment and is specified as an enumeration (via 
owl:oneOf construct) of the following instances: Teacher, 
TeachingAssistant, Researcher, Student. Of course, this 
enumeration can be extended to encompass additional 
roles if needed. Further, each user can have certain pref-
erences (hasPreference) regarding language 
(ims:LanguagePreference) and/or domain topics 
(ims:ConceptPreference). Representation of users’ pref-
erences is taken from the user model ontology developed 
for the ELENA project [12] and is fully compliant with 
the IMS LIP specification (hence ims prefix). The class 
ims:Preference, formally representing a user’s prefer-
ence, can have the ims:hasImportanceOver property that 
defines a priority of a preference (i.e. its rank in terms of 
importance) for a specific user. Furthermore, 
TANGRAM’s UM ontology introduces the AuthorPref-
erence class as a subclass of ims:Preference in order to 
represent users’ preferences regarding authors of learning 
content. The property refersToAuthor associates this spe-
cific type of a user’s preference with her favorite author 
of learning content (one or more of them). 

The remaining classes and properties of the 
TANGRAM UM ontology are exclusively aimed at for-
mal representation of students’ data. Each student (Stu-

                                                           

                                                          
8 http://xmlns.com/foaf/0.1 
9 Classes and properties that do not have namespace prefix in Fig. 6 be-
long to the namespace of the TANGRAM User Model ontology 
(um:http://tangram/user-model/complete.owl). 

dent) is assigned a set of performance-related data (via 
hasPerformance property) represented in the form of the 
papi:Performance class and the following set of properti-
es10: 
1. the papi:learning_competency property refers to a 

concept of the domain ontology that formally de-
scribes the subject matter of the acquired knowledge in 
the best way (i.e. contains URI of that concept);  

2. the papi:learning_experience_identifier property iden-
tifies a content unit that was a part of the learning ma-
terial used for learning. In TANGRAM, each instance 
of the papi:Performance class has a number of proper-
ties of this type – one for each content unit used to as-
semble the learning content for the student;  

3. the papi:performance_coding and pa-
pi:performance_metrics properties define respectively 
the coding system and the metrics used to evaluate the 
student’s performance level (i.e., the level of the ac-
quired knowledge);  

4. the papi:performance_value property keeps informa-
tion about the real value/level of the acquired knowl-
edge measured in terms of the specified metrics and 
coding system; 

5. the papi:recorded_date property is aimed at represent-
ing date and time when the performance was recorded, 
i.e. when the learning process took place. 
 
Additionally, for each student the system keeps data 

about her learning style. The learning style of a student is 
formally represented by the LearningStyle class in the 
UM ontology. This class is associated (via the hasCate-
gory property) with the class LearningStyleCategory that 
formally stands for one specific aspect (category) of the 
learning style. Specifically, TANGRAM implements the 
learning categories defined in the Felder & Silverman 
model of learning styles [6]. This model recognizes 5 cat-
egories of learning styles: 1) Visual-Verbal, 2) Sensing-
Intuitive, 3) Sequential-Global, 4) Inductive-Deductive 
and 5) Active-Reflective. A subclass of the Learning-
StyleCategory class was introduced to represent each of 
these categories (e.g. LS_Visual-Verbal). To make the on-
tology more general and easily extensible, we assigned 
the property basedOnTheory to the LearningStyleCate-
gory class, thus enabling the introduction of learning style 
categories defined by other authors. The class Learning-
StyleCategory is also attached the hasValue property 
aimed at representing the position of a specific student on 
the continuum defined by the opposite poles of a learning 
style category. The range of this property is restricted to 
double values between -1 and 1 (inclusively). The bound-
ary values (-1 and 1) represent the two extreme poles of 
each learning style category. For example, assigning the 
value of -1 to the hasValue property of the LS_Visual-
Verbal class means that the learner is highly visual. On 
the opposite, hasValue property with the value of 1 iden-
tifies a highly verbal learner. 

 
10 The prefix papi: is used to denote that the Performance class and its 
properties are defined according to the PAPI Learner Specification.  
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VI. DYNAMIC ASSEMBLY OF PERSONALIZED LEARNING 
CONTENT 

A learning session starts after a user (registered and au-
thenticated as a student) selects a sub-domain of IIS to 
learn about. The system performs a sort of comparative 
analysis of data stored in the student’s model and in the 
LP ontology. Specifically, the LP ontology is queried for 
the set of domain concepts that are essential for success-
ful comprehension of the topics from the chosen sub-
domain. More precisely, the query targets the concepts 

related via lp:requiresKnowledgeOf property to the topics 
encompassed by the chosen sub-domain. Subsequently, 
the student model is queried for data about the student’s 
level of knowledge about the selected sub-domain and the 
identified set of prerequisite concepts. Information result-
ing from this analysis is used to provide adaptive guid-
ance and direct the student towards the most appropriate 
topics for her at that moment. The adaptive guidance is 
realized in the form of annotated tree of topic links, as the 
one presented in the upper left corner of Fig. 3.  

 
Fig. 6 Graphical representation of the TANGRAM’s User Model Ontology 

 
After the student selects one topic from the topics tree, 

the system initiates the process of dynamic assembly of 
learning content on the selected topic. The process is 
based on the algorithm presented in the form of a flow 
chart diagram shown in Fig. 7.  
 The query sent to the LO Repository, in the first step 
of the algorithm, is based on the metadata that the content 
units from the repository are annotated with. Specifically, 
in this initial step, we retrieve the content units having the 
selected domain topic as the value of their dc:subject me-
tadata element. If the repository does not contain content 
units on the selected topic, the further steps of the algo-
rithm depend on the student’s learning style (i.e., on the 
system’s perception of his/her style). In particular, the 
system checks whether the student prefers global or se-
quential learning approach, i.e. it queries the student’s 
model for the value of the Sequential-Global learning 
style category (represented as an instance of the 
um:LS_Sequential-Global class on Fig. 6). Since global 

learners prefer holistic approach and learn best when pro-
vided with a broader context of the topic of interest, they 
would even prefer to be presented with learning content 
dealing with advanced topics. Therefore, if the student 
belongs to the category of global learners, content units 
covering the advanced topics are retrieved from the re-
pository and the algorithm proceeds normally. However, 
if the student is prone to the sequential approach, she 
would be confused/disoriented if the topics are not pre-
sented in a linear fashion. Hence, in the case of a sequen-
tial learner the system generates an informative message 
that the learning content on the selected topic is currently 
not available and suggests other suitable topics. 
 The sorting procedure, in the third step of the algo-
rithm, is based on the original order of content units from 
the group, i.e. on the value of the alocomcs:preceeds and 
alocomcs:follows properties (see Section V.C) of the con-
sidered content units. In the subsequent text, we use the 
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term assembly to refer to a group of content units sorted 
in this manner. 

 
Fig. 7 The algorithm for dynamic assembly of learning content on the 

selected domain topic 
 

The last but not the least important step of the algo-
rithm consists of updating the student model. Specifi-
cally, the system creates an instance of the pa-
pi:Performance class in the student model and assigns 
values to its properties in the following manner:  
1. Date and time when the student was presented with the 

selected assembly is assigned to the pa-
pi:recorded_date property;  

2. For each content unit of the assembly a pa-
pi:learning_experience_identifier property is created 
with the content unit’s URI as its value; and 

3. Domain concept(s) covered by the assembly is (are) 
set as the value of the papi:learning_competency 
property. 

4. The papi:performance_value property is assigned a 
value that reflects the student’s level of mastery of the 
learning topic. If it was a topic recommended by the 
system, the property is assigned the maximum value 
(1). However, if the assembly covered an advanced 
topic, due to the lack of more appropriate learning con-
tent, this property is set to 0.35. Assignment of a lower 
value is based on the assumption that the student, due 
to the lack of the necessary prerequisite knowledge 
was not able to fully understand the presented content. 
This approach was inspired by the work of De Bra et 
al [15]. 

 
In the forth step of the presented algorithm, assemblies 

of content units are ranked according to their relevancy 
for the student. To calculate the relevancy of an assembly 
we query the student’s model for the data about the stu-
dent’s learning style, her preferred author, as well as her 
learning history data (i.e., already seen content units).  

Learning style. An assembly fully compliant with the 
student’s learning style is assigned the relevancy value of 
0.8 points. Each identified divergence results in a lower 
value of the relevancy factor. Specifically, compliance 
with the learning style categories (LSC) is considered in 
the following manner: 
 Visual-Verbal LSC: whether the assembly is better 

suited for a visual or for a verbal student is deter-
mined by comparing the number of the assembly’s 
components comprising visual elements (images) with 
the total number of its components. If the ‘visual’ 
components make up more than 50% of the whole as-
sembly, the assembly is assumed to be more suitable 
for visual than for verbal students. If the identified 
visual-verbal feature of the assembly is compliant 
with this aspect of the student’s learning style, the re-
levancy is increased by 0.2. 

 Sensing-Intuitive LSC. Information about this feature 
of the assembly is obtained from the metadata of the 
assembly’s parent LO (i.e. the LO that the assembly’s 
components originates from). In particular, the value 
of the lom-cls:accessibilityRestrictions metadata ele-
ment11 is compared with the equivalent data from the 
student model, that is, with the value assigned to the 
um:hasValue property of the um:LS_Sensing-Intuitive 
class. If the two values are equal or close enough (cur-
rently we consider the range of ±0.15 as ‘close’), the 
relevancy value is increased by 0.2.  

 Inductive-Deductive LSC. The same as for the Sens-
ing-Intuitive LSC. 

 Sequential-Global LSC. If the assembly deals with 
advanced/related topics, it is assumed to be more suit-
able for global learners. As with the other LSCs, if the 
matching with the student’s profile was found, 0.2 
points are added to the assembly’s relevancy score. 

We did not consider Active-Reflective LSC, as it em-
phasizes social aspects of a learning process: an active 

                                                           
11 We use this metadata element to specify some features of the stu-

dent’s learning style that the LO is suitable for. The range of this ele-
ment in our profile is restricted to the instances of the um:LearningStyle 
class defined in the TANGRAM’s UM ontology 
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student tends to retain and understand information best by 
doing something active with it (discussing/applying it or 
explaining it to others), whereas a reflective learner pre-
fers to think about it quietly, working on her own [6]. 
Since TANGRAM currently does not provide support for 
collaborative learning, this LSC is left out of scope for 
the moment. 

Preference regarding the content author. If the author 
of the assembly (i.e., the content units included in the as-
sembly) is one of the student’s preferred authors, the re-
levancy score of the assembly is increased by 0.2 points. 
Otherwise, the repository of user models is queried for 
associations between the author of the assembly and the 
student’s preferred author(s). If some sort of close part-
nership can be mined (team-mates, i.e. members of the 
same um:ResearchGroup), the relevancy factor of the as-
sembly is increased by 0.1. 

Learning history data. Actually, this set of data about 
the content units that the student has already seen does 
not influence the value of the relevancy factor. Nonethe-
less, these data are used to enrich the description of the 
assembly. If the assembly contains completely identical 
set of components as an assembly that has already been 
presented to the student in one of her previous sessions 
with the system, the assembly is annotated as already 
seen (i.e. , the ‘Already seen’ statement is added to its de-
scription). 

In the subsequent section, we discuss our experiences 
with the process of dynamic content assembly, emphasiz-
ing its most challenging aspects. Actually, we draw atten-
tion to the deficiencies of the presented algorithm and ex-
plain their origins. 

VII.  DISCUSSION  

Current implementation of the algorithm explained in 
the previous section uses exclusively slides (instances of 
the alocomcs:Slide class) for dynamic generation of per-
sonalized learning content. Our attempts to base the as-
sembly process on content units of lower granularity lev-
els (e.g., alocomcs:Paragraph, alocomcs:List, alo-
comcs:ListItem,...) ended unsuccessfully – we did not 
manage to automatically generate coherent learning con-
tent out of those components. Additionally, one might ar-
gue that an assembly is nothing more than a slide presen-
tation from which someone has taken out slides that do 
not deal with the relevant domain topic(s). However, it 
should be noted that our original idea was completely dif-
ferent. We intended to build new learning materials by 
combining content units from diverse LOs. Nonetheless, 
this objective turned out as overly ambitious: fully auto-
matic sequencing of small size components, as well as 
meaningful arrangement of their content, authoring 
styles, terminology and other relevant features proved to 
be an insurmountable task.  

We recognized the lack of precise semantic descrip-
tions of a content unit’s content as the major obstacle for 
using small-size content units in the process of automatic 
content assembly. To make these statements clearer, let 
us consider a small example. Fig. 8 presents two slides 
from different slide presentations, authored by different 

authors, but covering the same domain concept – the con-
cept of XML Schema. Additionally, both slides have the 
same instructional role – they provide examples of some 
specific features of XML Schema. Let us assume that a 
student requested a learning content on XML Schema and 
the system has started executing algorithm presented in 
the previous section. Obviously, the slides from Fig. 8 
will be in the set of the content units retrieved from the 
LO repository in the first step of the algorithm. To create 
a coherent learning content out of the collected content 
units, the system has to determine how to properly se-
quence them. Proper sequencing assumes: 1) sequential 
introduction of complexity – simple concepts are intro-
duced before complex topics, 2) respect of the student’s 
learning style, particularly, in the context of our example, 
some students prefer to be first presented with definitions 
and then provided with examples of a domain topic, whe-
reas others are inclined towards the opposite approach. 
Semantic annotations [16] of content units are the pri-
mary source of information for resolving the problem of 
proper sequencing. In particular, the most relevant are: 
dc:subject metadata element pointing to a concept from 
the domain ontology and alocom-meta:type element 
pointing to the formal representation of the instructional 
role of a content unit (i.e., to a concept from the ALO-
CoM CT ontology). Since the domain ontology only has 
the ‘XML Schema’ concept to represent any content re-
lated to this very broad topic, it is clear that both pre-
sented slides will have the same value for the dc:subject 
metadata. Additionally, both slides have the same instruc-
tional role (i.e. alocomct:Example). In such a situation, 
the dynamic assembly subsystem can only guess the right 
order of the content units. On the other hand, for learners 
familiar with XML Schema it is easy to deduce that slide 
(b) should precede slide (a), as comprehension of the ex-
ample from slide (b) is a prerequisite for understanding 
the example on slide (a). However, the system does not 
know this, as its sole source of knowledge is the IIS do-
main ontology (see Section V) that does not contain de-
tailed knowledge about the ‘XML Schema’ concept. 

To resolve this problem we need a more precise formal 
description of the IIS domain. In other words, the em-
ployed domain ontology needs to be significantly ex-
tended: each leaf class of the current ontology should be 
substituted with a set of concepts and relationships that 
describe the domain topic more precisely. Accordingly, 
we intend to organize the domain ontology in modules, 
including the core part (the IIS domain ontology in its 
current state) and a number of extensions, one for each 
complex concept of the current ontology. The OWL12 on-
tology language which we used to encode the IIS ontol-
ogy provides support for such a modular approach. Addi-
tionally, each extension of the domain ontology needs to 
be accompanied by a corresponding instructional map 
(compliant with the LP ontology) defining an optimal 
learning path through the concepts of the extension. Fi-
nally, TANGRAM’s subsystem for automatic semantic 
annotation of content units needs to be improved if we 

                                                           
12 http://www.w3.org/TR/owl-ref/  
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want to fully exploit the potentials that semantically rich 
domain ontology offers. Although the initial evaluation of 
this subsystem proved to be rather satisfactory [8], our in-
tention is to further improve it with more advanced text 

mining and information extraction techniques. We also 
intend to make use of the students’ collaborative tags as 
an important source of semantic markup. 

a) b)  
Fig. 8. Sample slides annotated with the XML Schema domain ontology concept 

 
In the last couple of years, the Semantic Web research 

community has made a significant effort to disambiguate 
and formalize tags, that is, to bridge the gap between the 
needed level of semantic richness and the level offered by 
tags. For example, the work presented in [17] offers an 
interesting and comprehensive approach to semi-
automatic generation of ontologies out of folksonomies. 
Besides being beneficial for improving semantic richness 
of tags, the proposed techniques could also be applied for 
analyzing tags to identify students sub-communities 
based on shared interests: annotated LOs and/or tags used 
for annotation. The Meaning Of A Tag (MOAT13) project 
is a representative of a different approach: instead of try-
ing to disambiguate and semantically enrich tags after 
their creation, MOAT aims to empower users to define 
meaning(s) of their tag(s) – by relating them to the URIs 
of existing concepts from Semantic Web knowledge 
bases (such as DBpedia14 and GeoNames15) – while they 
are annotating web resources [18]. While users can still 
benefit from the simplicity of free-tagging when annotat-
ing content, the linking to existing concepts (i.e. their 
URIs) offers a way to solve tagging ambiguity. More-
over, the relationships between concepts that tags are 
linked to can be leveraged for deducing additional rela-
tionships among tags themselves, as well as among 
tagged resources. 

TANGRAM’s subsystem that performs dynamic as-
sembly of personalized learning content is designed to be 
fully domain independent and only partially dependent on 
the instructional/pedagogical approach. Domain inde-
pendence is achieved by using appropriate domain ontol-
ogy as the system’s only source of knowledge about the 
subject domain. Specifically, the current implementation 
of TANGRAM is based on the ontology covering the IIS 
domain. However, the system can be equally well applied 
in any other domain provided that appropriate SKOS-
based domain ontology is made available. Partial inde-
pendence of the instructional approach is attained by us-
ing instructional map structured in accordance with the 
learning paths ontology to inform the system about opti-
mal learning trajectories through the domain concepts. 
However, content adaptation according to a student’s 
learning styles and preferences is hard-coded, and thus 
not easily modifiable. We are currently trying to improve 
this aspect of the system and make it more flexible. To 
that end we are considering application of the FOSP me-
thod suggested by Kravcik in [20]. This method is aimed 
at development of adaptation strategies independent of 
the subject domain and instructional design. 

VIII. EVALUATION 

TANGRAM is in use in the Department of Software 
Engineering at the University of Belgrade for more than 
two years now. We have conducted a students' evaluation 
of TANGRAM and have received mainly positive reac-
tions. The number of students enrolled in our course on 
Intelligent information systems is usually around 30, 
which statistically does not make a high reliability of the 
results of the evaluation. However, it was highly valuable 
to us as it pointed out both the strengths and, what is even 
more important, the weaknesses of the system. We have 
also constantly tracked the learners' interactions with the 
system through log files. In what follows we present the 
most important observations and the conclusions that we 
reached so far. 

Another important direction of the improvement is to 
make use of the experience of students in the interaction 
with the suggested content units. Being inspired by the 
ecological approach to e-learning [19], we are consider-
ing developing a feature for learners to initially select dif-
ferent proposed content units in a composition of a con-
tent assembly. Based on the accumulated experience of 
many students, we will be able to recommend those con-
tent units (slides), which will have previously been se-
lected by other learners with similar personal traits (e.g., 
learning styles and background). 

                                                           
13 http://moat-project.org  By analyzing the TANGRAM’s log files that we col-

lected in the spring semester of 2008 (with 27 students 
14 http://dbpedia.org/  
15 http://www.geonames.org/  
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taking the course), we clearly distinguished two groups of 
students. The first one includes those students who pri-
marily use TANGRAM to learn from dynamically built 
course materials. The second group includes the students 
who tend to almost exclusively use TANGRAM to quick-
ly access specific types of content (i.e., examples, defini-
tions, and references) on the selected domain topic. A 
subsequently conducted questionnaire helped us explain 
this observation. It turned out that the later group was 
formed of students who regularly attended classes and 
hence used TANGRAM only as a handy way of refresh-
ing their memory on the course’s topics. The former 
group gathered students who, not being able to attend the 
classes, used TANGRAM as the primary learning facility. 
However, regardless of the main purpose they used 
TANGRAM for, students from both groups found the 
tool handy and useful. 

Still, some students reported that from time to time 
they were frustrated for not being able to get access to 
some advanced topics of the sub-domain they had chosen 
to learn about. Likewise, others reported of occasionally 
being provided with too many pictures but not enough 
accompanying text (i.e., verbal explanations). Initially, 
we thought the problem lied in the method we use to rec-
ognize the students’ learning style (see Section III.A). In 
other words, we had expected that the students' preferred 
learning styles would be more-or-less propagated 
throughout the course, regardless of the course topics. 
However, after some further analysis (comparing the col-
lected log files and the students’ responses on the ques-
tionnaire), it turned out that the students' individual inter-
ests in particular sub-domains governed their learning 
needs. This finding directed us to search for an alternative 
way of determining the students’ learning needs.  

The idea of breaking LOs in pieces and reusing the 
pieces to automatically compose new, personalized LOs 
was not only useful to our students, but also seems to be 
very attractive to a number of our colleagues (teachers) to 
whom we have demonstrated TANGRAM. Many of them 
expressed their interest in using its shell to develop sup-
port for their own courses. However, it was necessary to 
provide an important additional explanation to a majority 
of them – reusing the TANGRAM approach in another 
course requires the corresponding domain and the learn-
ing paths ontologies to be developed first. This involves 
the work of an ontology engineer, a domain expert, and 
an instructional designer. Since at the Department the 
teachers are at the same time content authors, domain ex-
perts and instructional designers, they all have the knowl-
edge required to use TANGRAM. However, they still 
need external help from someone who would know how 
to formally express that knowledge, i.e. build domain and 
learning paths ontologies. In addition, the two parties 
must also work together in subsequent modifica-
tions/extensions of these ontologies. As with all ontol-
ogy-based systems, approaches and tools that automate 
ontology development and annotation would be more 
than useful, as they would considerably facilitate further 
course developments based on TANGRAM. 

In this context, we have recently conducted an empiri-
cal study involving 27 university level educators in Can-
ada. In the study, we evaluated the present level of the 
ontology development tools (specifically, ontology learn-
ing based tools) for the development of domain ontolo-
gies for different courses. Analysis of the data collected 
in the study [21] will set our future research in the devel-
opment of ontology engineering environments for tech-
nology-enhanced learning.   

IX. RELATED WORK 

Farell et al. have developed the Dynamic Assembly 
Engine (DAE), aimed at automatic assembly of LOs into 
simple, short, focused, Web-based custom courses [11]. 
The process is based upon the learner’s request and con-
sists of searching a LO repository for relevant LOs and 
sequencing the retrieved LOs into a coherent learning 
path. Being partially inspired by the work of Farrell et al., 
our approach to dynamic content assembly exhibits some 
common traits with theirs’. Nonetheless, as TANGRAM 
is based on a content structure ontology (ALOCoM CS 
ontology), it attempts at reuse of content units of different 
granularity levels. In other words, TANGRAM allows 
one to reuse not only LOs (as DAE does), but also small-
er content units (COs and CFs). Furthermore, unlike our 
system, DAE does not keep the users data relevant for 
content adaptation (e.g. learning style, preferences, 
knowledge of the domain topics). Instead the adaptation 
is based exclusively on the user’s request, i.e. keyword 
query, desired level of detail, and the amount of time 
available for learning. Like TANGRAM, DAE uses its 
own profile of the IEEE LOM metadata schema for con-
tent annotation. However, while TANGRAM’s profile is 
used to annotate both LOs and their components (i.e. re-
usable content units of divers granularity levels), in DAE 
the developed profile is used exclusively for annotating 
LOs. Another similarity of the two systems lies in their 
usage of a domain ontology for semantic annotation of 
LOs. Furthermore, the two systems use similar taxono-
mies to annotate LOs with their instructional roles.  

OntAWare provides an environment comprising a set 
of software tools that support learning content authoring, 
management and delivery [22]. It enables semi-automatic 
generation of LOs out of appropriate domain ontologies. 
Actually, LOs are produced by the application of graph 
transformations to these ontologies. However, since on-
tologies are aimed primarily for machine (not human) 
consumption, they typically contain terse and often 
scarce, human-readable descriptions of concepts and their 
relationships. Therefore, content generated solely from a 
domain ontology can be used as a skeleton for a LO, ra-
ther than as a LO per se. Further, adaptation of learning 
content is of a limited scope and is based solely on a stu-
dent’s browsing history – a track of domain concepts pre-
sented to the student during her single session with the 
system. Students’ personal traits are not considered at all. 
Additionally, the algorithm for dynamic composition of 
LOs is hard-coded, making it difficult to change the in-
structional approach to content authoring. Learning Paths 
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ontology makes such a change in TANGRAM much eas-
ier. 

Henze et al [23][24] developed a framework for creat-
ing and maintaining Personal Readers that provide per-
sonalized contextual information on the currently consid-
ered LO, like recommendations about additional read-
ings, more general/detailed information, exercises, quiz-
zes, etc. The driving principle of this framework is to ex-
pose different personalization functionalities as services 
which are coordinated by a mediator service. Each per-
sonalization service performs a specific kind of a LO per-
sonalization, based on the LO’s metadata, user’s charac-
teristics and an appropriate domain ontology. Personal 
Reader employs a very simple user model that keeps 
track of the learning resources the user has visited. LO’s 
metadata must be fully IEEE LOM compliant, if it is to 
be processed by the system. Concepts of the domain on-
tology are used to enhance LOs annotations with seman-
tic metadata. The flexibility offered by such a service-
oriented architecture, made us rethink the current design 
of our system and make it service oriented. 

Originating from the work of Personal Reader, the 
GroupMe! system combines Web 2.0 and Semantic Web 
technologies in providing a personalized content man-
agement in a group (social networking) context [25]. 
From the Web 2.0 side, it leverages intuitive user inter-
faces that allow users to create groups of resources (Web 
pages, videos, images). Creation of groups, addition of 
resources to the groups, and any other operation related to 
the groups are all saved as RDF triples compliant to a set 
of ontologies that GroupMe! uses. Such an approach to 
capturing of group-related annotations leverages Seman-
tic Web technologies for integration and sharing of re-
sources relevant for a group of users. In particular, this 
eliminates the problems of ambiguity and improves the 
ranking of the discovered resources. However, unlike 
TANGRAM, GroupMe! does not address the problem of 
personalization. This could be a promising research topic 
for the future research – allowing for grouping parts of 
learning objects in a social networking environment.  

Following the above research direction and originating 
from the ALOCoM ontology, Semantic Document Man-
agement System (SDMS) is proposed for managing se-
mantic documents [26]. This system is integrated into 
Microsoft Office in order for users to be able to make use 
of semantically-enabled services and benefit from the en-
hancements of the well-known and proven user interfaces 
for document authoring and management. Content au-
thors via their social networking relations, represented in 
the FOAF ontology, can exchange their semantic docu-
ments, and similarly to TANGRAM, search for parts of 
semantic documents. By leveraging principles of the So-
cial Semantic Desktop, SDSM allows for peer-to-peer 
exchange and retrieval of parts of documents. This could 
be another possible direction for the future development 
of TANGRAM, where each content author or learner 
could contribute to the repository of LOs. However, un-
like TANGRAM, SDMS does not provide any advance 
personalization based on learner models.   

In the project Teachware on Demand, Hollfelder et al 
[27] developed an infrastructure for automatic generation 
of courses out of reusable content fragments. Their main 
idea is very similar to that of ours: the existing course 
material is segmented into so called learning fragments 
(i.e. self-contained units of content) which are annotated 
with metadata and stored in a repository to be used for 
‘on demand’ assembly of new courses. Each fragment is 
assigned one or more concepts from a domain taxonomy 
to represent its ‘prerequisites’ and ‘learning outcomes’. 
The course compilation algorithm works basically on the 
pre-knowledge conditions of fragments: a user issues a 
request in the form of a query specifying concepts to be 
taught and restrictions (e.g., author) and for the specified 
concepts, any pre-knowledge concepts are retrieved and 
appropriate fragments are selected. Unlike TANGRAM, 
this system does not aim at being user adaptive. Further-
more, annotation of content fragments is fully manual. In 
addition, everything is encoded in pure XML, hence only 
syntactic interoperability is accomplished. 

One of the main objectives of the EU project 
APOSDLE is to develop a system that would be able to 
provide knowledge workers with learning resources rele-
vant for their present work context [28]. In particular, 
based on the immediate work context of a user, the sys-
tem should identify his/her missing competencies and 
learning needs and suggest appropriate learning re-
sources. These learning resources are created on-the-fly 
from a variety of resources (documents, videos, expert 
profiles, and so on) already stored in the organizational 
memory. As in TANGRAM, in the APOSDLE project, 
the focus is also on reuse of content units of low granular-
ity levels (e.g., a paragraph, an image, a page). The ap-
proach for content preparation for reuse is also similar: 
existing documents are segmented into smaller parts and 
semantically annotated with concepts from a domain on-
tology and an ontology of instructional roles. The differ-
ence is that their approach fully relies on the manual 
segmentation of documents and annotation of their com-
ponents. 

X. CONCLUSIONS 

The paper presents a novel approach to learning con-
tent reuse and personalization based on the Semantic 
Web technologies, ontologies in particular. Specifically, 
we argue for reusing content units of different levels of 
granularity to dynamically generate new learning content 
compliant to the specific needs of each individual student. 
To evaluate the feasibility of the proposed approach we 
developed TANGRAM, a web-based learning environ-
ment for the domain of Intelligent Information Systems. 
TANGRAM enables on-the-fly assembly of new learning 
content compliant to the student’s knowledge of the sub-
ject domain, her preferences and learning style. Further-
more, TANGRAM allows for quick access to a particular 
type of content about a domain topic of interest. Although 
TANGRAM supports exclusively the domain of IIS, it 
can be easily repurposed for other domains if appropriate 
domain ontology and its related learning path ontology 
are provided.  
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The development of TANGRAM helped us reveal 
some important practical details of dynamic content as-
sembly that we were not aware of initially. The most 
challenging task proved to be the proper sequencing of 
small size content units, as well as meaningful arrange-
ment of different kinds of content, authoring styles, ter-
minology, and other relevant features. We still have not 
found a proper solution to this problem, but we are cur-
rently trying to resolve it by developing a more detailed 
formal description (i.e., ontology) of the IIS domain. We 
intend to use it to more precisely semantically describe 
LO’s components, thus enabling TANGRAM to make 
better informed decisions when performing on-the-fly 
content assembly. Accordingly, the TANGRAM’s sub-
system for automatic semantic annotation of content units 
needs to be further improved if we want to fully exploit 
the potentials that the enriched domain ontology will of-
fer. We also intend to extend TANGRAM with support 
for collaborative tagging and use students’ collaborative 
tags to allow the system to make more informed decisions 
when generating personalized learning content.  

We also plan to extend our solution to enable repurpos-
ing content of other types of LOs beside slide presenta-
tions; currently we are working on the support for Ope-
nOffice documents.  

Last but not the least important, we intend to address 
the issue of domain ontology evolution – as a course 
evolves, the domain ontology for that course has to 
evolve too, so that the semantics it captures do not lag 
behind the course. In our ongoing research efforts, we are 
developing a novel method of interactive visualizations 
that provides an intuitive and practical way for instructors 
to use the implicit feedback available from student folk-
sonomies for evolving domain ontologies [29]. In addi-
tion, we have developed a method which uses algorithms 
for computing the semantic relatedness to further facili-
tate the teacher’s task of ontology maintenance by sug-
gesting him/her the tags that are relevant for any particu-
lar ontology concept [30]. By combining these two meth-
ods, we aim at providing support for ontology evolution 
which is consistent with the course content, and with the 
conceptualizations that instructors and students have of 
that content.   
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