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Abstract—Machine Translation is the study of system that 
translates the given input text in source language to the 
output text in the target language. The source language and 
the target language are Natural Languages. Machine 
Translation is a very difficult problem; especially name 
entity translation has always been a challenge for the 
machine translators because of different spelling variations 
in translation of name entities. In this paper we focus on 
improving the quality of our machine translated output. For 
this, at first we recognize the name entities and then 
transliterate them. We have calculated the phoneme based 
N-Gram Probabilities for all the name entities. Using these 
probabilities we are transliterating our name entities from 
English to Punjabi through syllabification in which we 
divide the word in to syllables. 
 
Index Terms—transliteration, translation, MT quality, 
punjabi, english, name entity. 
 

I.  INTRODUCTION 

Machine Translation is a very interesting and 
challenging field as often it gets very difficult to obtain 
the correct translations, if our system is not able to 
recognize the name entities properly. In the area of 
natural language processing it is very important to 
recognize the name entities that belong to certain 
predefined classes such as person, location, organization, 
percent, money, time and date which are called name 
entity recognition. Name entity recognition has many 
applications in the area of natural language processing 
such as information extraction, question answering, 
medical sciences and bioinformatics. The incorrect 
translations of name entities not only abjure the 
meaningful context of language but also deteriorate the 
quality of translated output. Because of this reason 
transliteration of name entity proves to be very beneficial 
in the field of machine translation. Machine 
Transliteration has come out to be an emerging research 
area in the field of natural language processing. Our 
proposed work improves the quality of machine 
translated output to a great extent. For this we have used 
syllabification based approach. For example, if we have a 

name entity ‘ray’ it should be translated to ‘ਰੇ’ in Punjabi 

instead of ‘ਿਕਰਣ’. 
The remainder of this paper is organized as follows: In 

section II we described related work. Section III gives a 
brief introduction about script of Punjabi language. 
Section IV explains our approach and experimental set up. 
Section V shows evaluation and results. Finally in section 
VI we have concluded the paper. 

II. RELATED WORK 

A lot of work has been carried out in the field of 
machine translation and machine transliteration. Singh et 
al. [1] presented statistical analysis of syllables and have 
shown that how this statistical analysis will proves to be 
helpful in selection of syllables for the speech database. 
Gupta et al. [2] implemented a condition based named 
entity recognition algorithm. For condition based system 
they have done in-depth analysis of output of over 50 
Punjabi news documents. Kamal Deep and Goyal [3] have 
addressed the problem of transliterating Punjabi to English 
language by using rule based approach. They have 
proposed transliteration scheme using various approaches 
such as Grapheme based approaches (G), phoneme-
based approaches (YP) and hybrid approaches (H) to 
model the transliteration problem. The hybrid technique 
achieved accuracy of 93.22%. Babych and Hartley [4] 
presented the result of an experiment in which Machine 
Translated input was processed using output from the 
name entity recognition module of sheffield’s GATE 
information extraction system. They have shown the result 
which indicates that combining IE technology with 
Machine translation has a great potential for improving 
the state of art in output quality. Yasar AL-Onaizan and 
Knight [5] presented a novel algorithm for translating 
Name Entity phrases using easily obtainable monolingual 
and bilingual resources and the results obtained are 
compared with the results obtained from human 
translations and a commercial system for the same task. 
Hassan et al. [6] evaluated the quality of the 
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extracted translation pairs by showing that it improves the 
performance of a named entity translation system.  

They used this approach to build a large dictionary of 
Arabic/English named entity translation pairs. Alek et al. 
[7] presented an approach to improve machine translation 
of named entities by using Wikipedia. In this the author 
addressed various problems by using Wikipedia to 
translate NEs and presented to the MT system. They 
experimented with English to Czech translation. The 
translation of a NE is done by looking up the Czech 
version of the English Wikipedia article about the named 
entity. Kamal deep et al. [8] proposed hybrid (statistical 
+rules) approach for Transliteration from Punjabi to 
English. The Authors used letter to letter mapping as 
baseline and tried to find out the improvements by using 
statistical methods. In this paper they have discussed the 
Punjabi to English Machine transliteration system which 
is forward transliteration system.They achieved an 
accuracy of 95.23%. Gupta et al. [9] have shown the 
previous work done in English and other European 
languages. A survey is given on the work done in Indian 
Languages i.e. Telugu, Hindi, Bengali, Oriya and Urdu. 
They have listed and categorized the features that are used 
in recognition of NE and also provided an overview of the 
evaluation methods that are in the use of NER accuracy. 
Joshi et al. [10] showed a method to transliteration of text 
using frequency based technique for English-Hindi 
language pair. They showed that using this technique an 
effective database can be made which can be used as an 
input system. Their system could capture non standardized 
Hindi spellings. Their approach was based on edit distance 
based methodology and attained an accuracy of 66%.  
Joshi and Mathur [11] showed an approach of 
transliterating text using phonetic mapping. They created 
a table for all possible phonemes for English-Hindi 
language pair. This approach was also based on edit 
distance based methodology and attained an accuracy of 
68%. Bhalla et al.[12] showed the experiment using the 
statistical machine translation tool. They have shown the 
extraction of syllables from the input text and 
transliteration of name entities from source text to target 
text.They have also calculated the probabilities with the 
help of MOSES toolki and attained the accuracy of 
88.19%. Ameta et al.[13] have worked on improving the 
quality of Gujrati-Hindi Machine Translation. They have 
proposed the use of Stemming and Part of Speech Tagging 
for improving the quality of Translation. Bhalla et al.[14] 
have worked on improving the quality of MT output using 
novel name entity translation scheme. They have 
calculated the probabilities for all the syllables that have 
been extracted with the help of a syllabification algorithm. 
They experimented with the test set and acheived the 
accuracy of 86.98%. Their experimental results have 
shown that recognition of name entities can prominently 
improves the performance of machine translation from 
English to Punjabi. 

III. ANALYSIS OF PUNJABI SCRIPT 

Punjabi is one of the Indo-Aryan languages which are 
mainly used in regions of Punjab. Its script is Gurumukhi 

which is based on Devanagri and is written from left to 
right. In Gurumukhi all consonants are followed by an ‘a’ 
sound. According to Gurumukhi script, Punjabi language 
has 38 consonants and 19 vowels (non-nasal vowels and 
nasal vowels). Some independent vowels can be 
constructed using the three basic characters Ura (ੳ), Aira 

(ਅ) and Iri (ੲ). Punjabi is also one of the constitutional 
languages of India and official language of Punjab. It is 
world’s 14th widely spoken language. Along with Punjab 
it is also spoken in neighboring states such as Haryana, 
Delhi and Himachal Pradesh. 

IV. APPROACH AND EXPERIMENTAL SETUP 

In our work for the transliteration of name entities we 
have used English-Punjabi parallel corpus of name 
entities. We have calculated translation probabilities 
based on relative frequency. In this we are transliterating 
the name entities using syllabification and for this we are 
using rule based approach. Here we are testing our 
system whether it generates the correct transliteration for 
the recognized name entities.  

Phoneme is the basic unit of phonology and 
combination of these phonemes led to higher unit i.e. 
syllable. The syllable is the combination of vowel and 
consonants. A syllable should have a vowel because 
without vowel a syllable cannot exist. Some possible 
combinations of vowel and consonants are V, CV, VC, 
VCC, CVC, CCVC and CVCC (where V and C represent 
vowel and consonants respectively). Almost all the 
languages have VC, CV or CCVC structures so we are 
using these vowel and consonants as the basic 
phonological unit. Table I shows some possible 
combinations for syllable extraction. 

After the name entities are syllabified they will be 
transliterated to their target text.  Our transliteration 
system follows the steps which are represented in Fig. 1. 

TABLE I.   
POSSIBLE SYLLABLE COMBINATIONS 

Syllable 
Structure Example Syllabified 

form (English) 

Syllabified 
form 

(Punjabi) 

V Iri [i] [ri] [ਇ] [ਰੀ] 

CV Maneesh [ma] [neesh] [ਮ] [ਨੀਸ਼] 

VC Azmat [az] [mat] [ਅਜ਼] [ਮਤ] 

CVC Karnal [kar] [nal] [ਕਰ] [ਨਾਲ] 

CCVC Shanti [shan] [ti] [ਸ਼ਾਨ] [ਤੀ] 

CVCC fauj dar [fauj] [dar] [ਫੌਜ] [ਦਾਰ] 

VCC Ani [a] [ni] [ਅ] [ਨੀ] 

V = Vowel; C = Consonant 
 

Algorithm for syllable extraction 
 
1. Input sentence is taken in source language i.e. 

English. 
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